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CHAOS-GEOMETRIC ANALYSIS OF TIME SERIES OF CONCENTRATIONS OF 
SULPHUR DIOXIDE IN THE ATMOSPHERE OF THE INDUSTRIAL CITY (ON 
EXAMPLE OF THE GDANSK REGION) 
 

On the basis of the theory of chaos ii is performed an advanced chaos-geometric analysis of time series of 
concentrations of sulphur  dioxide in Gdynia (Gdansk region) and calculated spectrum of the correlation 
dimension, that confirms the chaos existence.  Estimation of the predictability limit in a  short-term fore-
cast is given. 
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Introduction. Admittedly, air pollution is the most dangerous factor for humans, flora 

and fauna, and to ensure its purity is the most complex and urgent problem of modern atmos-
pheric ecology [1-4]. One of the key aspects of the problem is that the composition of the at-
mosphere of the industrial cities is influenced by many factors, which include the characteris-
tics of pollution sources, their location, climate and meteorological parameters, especially the 
architecture of the city, and the processes of energy transfer, dissipation and relaxation, self-
purification and regeneration, etc. The most important aspect of the problem is mathematical 
one, connected  with adequate analysis of time series of the air pollutants concentrations. In 
recent years, chaos theory methods [4-15] are widely used in the studying anthropogenic im-
pact on the ecological state of the industrial city. They allows to give quite adequate analysis 
and even a short-term forecast of further time evolution of the pollutants concentrations. It is 
based on a studying time series of the air pollutants concentrations. This approach has been 
successfully used in the analysis of fluctuations of meteorological parameters [16-22] etc.  

In [4-7], methods of nonlinear forecasting and chaos theory has been successfully ap-
plied to the analysis of time series of concentrations of the atmospheric dust, nitrogen dioxide 
at Odessa, as well as at a few cities in the Gdansk region. In these studies there are used a 
simplified models of reconstruction of the Liapunov dimensions spectrum and computing the 
Kalan-York dimension, Kolmogorov entropy. It has been shown that even a simplified meth-
od of constructing predictive model gives quite satisfactory forecasting results.  The purpose 
of this paper is in more detailed (in comparison with previous data [6]) investigation of eco-
logical state for atmosphere of the industrial city and computing parameters of the time series 
for sulphur dioxide in the Gdynia (Gdansk region) and limit of predictability for short-term 
forecast. 

Data and method of analysis. As the initial data we have used the empirical (ob-
served) data for SO2 in the city of Gdynia during December 2002 and 2003 (see Refs. in 
[11]). The concentrations of the gases (mg/m3) was measured every 5 minutes, and then hour-
averaged values were computed (all 9480 values) using the data of these measurements. Note 
that the observations were continuously carried out only at two this stations during 2003 
among the ten stations located near Gdansk.  

This was the reason for selecting the above posts as chaos theory analysis requires 
necessary set of data at regular time steps. Table. 1 shows statistical characteristics for the 
considered input data and Figure 1 shows the time series. Labels on the x-axis in Figure 1 are 
plotted to fit about the first day of the month. Also, in the figure 1 the dashed line shows the 
lower limit of the pollution index 2 according to the EU  Directive on air quality, which refers 
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Table 1 - Average (f ), maximum (fmax) and minimum (fmin) values,  mean-square deviation 
(σ2), coefficients of asymmetry (γ1) and excess (γ2) for time series of the SO2  (Gdynia, 2003) 

 

f fmax fmin σ2 γ1 γ2 
9,13 111,99 3,99 6,94 4,79 38,15 
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Figure 1 - Time series of SO2 (in mg/m3) for atmosphere of the Gdynia (2003); Dashed lines 

denote the index 2 air pollution. X axis is the ordered number of hour per year 
 
to a low level of contamination. Figure 2 shows the Fourier spectrum for the time series (Fig-
ure 1.) Accounting for irregular nature of changes in concentrations, it is not surprising that 
these spectra look the same as in the random process. 
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Figure 2 - Fourier spectrum concentration SO2: X axis – frequency, axis Y - energy 

 
The results of the analysis and conclusions. According to Ref.[1], an important step 

in the analysis is a recovery of the phase space, which requires determination of the time de-
lay by using the autocorrelation function and mutual information methods. Table 2 summariz-
es all results for time delay in the range of 1 to 1000. A further step is the numerical experi-
ment on recovering the phase space dimension (dE), using the method of correlation dimen-
sion and algorithm of the false nearest neighboring points. 

Table 2 – The time delay  (τ)  dependence on the different values of the autocorrelation func-
tion (CL) and the first minimum of mutual information (Imin1) for time series of NO2 

Gdynia CL = 0 CL = 0,1 CL = 0,5 Imin1 
SO2 – 232 12 19 

 

Table 3 summarizes all results on the reconstructing attractors and computing the K 
indicator in the Hottvod-Melben test and global Lyapunov’s dimensions. Let us remind that 
the Hottvod-Melben test indicator takes values from 0 (regularity) to 1 (chaos). It is important 
to note that the non-zero values of the indicator confirm the chaotic features of a process. In 
our case, the value of K in all cases are higher than 0.6, that the considered time series are ex-
posed to chaotic dynamics effect. We can also note that the Kaplan-York dimension (one  of 
indicator of the attractor dimension)  is in all cases less than the dimension dA. This fact shows 
also that it can also serve as an indicator of the correctness of our choice 
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Table 3 - Time delay (τ),  correlation dimension (d2), the dimension of the embedding space 
(dE), the first two Lyapunov dimension (λ1 і λ2), Kaplan-York dimension (dL), the limit of 

predictability (Prmax, hours) and parameter K for NO2 
 τ d2 dE λ1 λ2 dL Prmax K 
SO2 17 3,40 6 0,0150 0,0052 4,60 49 0,73 

 
Let us consider now the results of calculating the spectrum of the Lyapunov dimen-

sions. In Table 3 there are listed the positive λi. Availability of two (out of six) positive λi 
suggests on availability of chaotic features. The amount of the positive Lyapunov dimensions 
determines the Kolmogorov entropy  that is inversely proportional to limit of a predictability. 
In order to use a nonlinear prediction method it is necessary to solve another problem that can 
be formulated as follows: how many nearest neighboring points (NN) should be taken to pro-
vide satisfactory forecasting results. To solve this problem, you can make some preliminary 
estimates for different number of NN, and then calculate the correlation coefficient between 
the empirical and predicted  data. Typically, the correlation coefficient will increase and reach 
some maximum [19]. We have used such an approach to give twenty-four hours forecasting 
for the last 100 points of the time series. Numerical experiments showed that with increasing 
number of the nearest neighboring points the predicted curve is usually close to the empirical 
one.  The results of computing the correlation coefficient between the empirical and predicted 
data in 24 hours for  some NN are presented in Table 4. 

Table 4 - Correlation coefficient (r) between empirical and 24-hours forecasting rows in de-
pendence on the number of nearest neighboring points (NN) for last 100 points of a  row 

NN 80 250 270 
r 0,928 0,940 0,941 

 
As mentioned above, the correlation coefficient increases with increasing number of NN and 
reaches a certain value, after which it changes is essential. As the number of data in the time 
series  is quite large, a correlation coefficient can  reach the maximum  value for very large 
number of the nearest neighboring points. However, it does not make sense to take all them to 
build a forecast model, because the quality of the forecast may not be significantly improved. 
It is interesting to note that although in this studying there are examined the longer time se-
ries, the results obtained do not significantly differ from the results of previous studies for the 
time series of changes in the concentrations of the nitrogen dioxide in the Gdansk region. It 
definitely proves the reliability and stability of the corresponding numerical scheme. It is also 
important to note that he empirical and 12-hours predicted value for concentration of the im-
purities are in very good agreement with each other. On the other hand, it should be borne in 
mind that, despite the fact that almost all the peaks on the empirical curve are repeated on the 
prediction curve, the difference between these data in the case of higher concentrations may 
be significant, but in this case, the results of this forecasting should be considered as quite sat-
isfactory ones. 
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Хаос-геометрический анализ временных рядов концентраций диоксида азота в атмосфере про-
мышленного города (на примере Гданьского региона) 
Глушков А.В., Сербов Н.Г., Свинаренко А.А.  
На основе метода теории хаоса выполнен уточненный анализ временных рядов концентраций диоксида 
серы в г Гдыня (Гданьский регион) и рассчитан спектр корреляционных размерностей, подтверждаю-
щий наличие явления хаоса. Дана оценка предела предсказуемости в методе  краткосрочного прогноза. 
Ключевые слова: временные ряды концентраций, корреляционная размерность, хаос-геометрический 
метод 
Хаос-геометричний аналіз часових рядів концентрацій діоксиду азоту в атмосфері промислового 
міста (на прикладі Гданського регіону) 
Глушков О.В., Сербов М.Г., Свинаренко А.А.  
На основі методів теорії хаосу виконано докладний аналіз часових рядів концентрацій діоксиду сірки у 
м.Гдиня (Гданський регіон)  і розраховано спектр кореляційних  розмірностей, що свідчить про наяв-
ність рис хаосу.  Надано оцінку ліміту передбачуваності у короткостроковому  методі прогнозу 
Ключові слова: часові ряди концентрацій, кореляційна розмірність,  хаос-геометричний підхід  
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