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PTCP Aim and Scope

Progress in Theoretical Chemistry and Physics

A series reporting advances in theoretical molecular and material sciences, including
theoretical, mathematical and computational chemistry, physical chemistry and chemical
physics and biophysics.

Aim and Scope

Science progresses by a symbiotic interaction between theory and experiment:
theory is used to interpret experimental results and may suggest new experiments;
experiment helps to test theoretical predictions and may lead to improved theories.
Theoretical Chemistry (including Physical Chemistry and Chemical Physics) pro-
vides the conceptual and technical background and apparatus for the rationalization
of phenomena in the chemical sciences. It is, therefore, a wide ranging subject,
reflecting the diversity of molecular and related species and processes arising in
chemical systems. The book series Progress in Theoretical Chemistry and Physics
aims to report advances in methods and applications in this extended domain. It will
comprise monographs as well as collections of papers on particular themes, which
may arise from proceedings of symposia or invited papers on specific topics as well
as from initiatives from authors or translations.

The basic theories of physics—classical mechanics and electromagnetism, rela-
tivity theory, quantummechanics, statistical mechanics, quantum electrodynamics—
support the theoretical apparatus which is used in molecular sciences. Quantum
mechanics plays a particular role in theoretical chemistry, providing the basis for the
valence theories, which allow to interpret the structure of molecules, and for the
spectroscopic models, employed in the determination of structural information from
spectral patterns. Indeed, Quantum Chemistry often appears synonymous with The-
oretical Chemistry; it will, therefore, constitute a major part of this book series.
However, the scope of the series will also include other areas of theoretical chemistry,
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such asmathematical chemistry (which involves the use of algebra and topology in the
analysis of molecular structures and reactions); molecular mechanics, molecular
dynamics, and chemical thermodynamics, which play an important role in rational-
izing the geometric and electronic structures of molecular assemblies and polymers,
clusters, and crystals; surface, interface, solvent, and solid state effects; excited-state
dynamics, reactive collisions, and chemical reactions.

Recent decades have seen the emergence of a novel approach to scientific
research, based on the exploitation of fast electronic digital computers. Computation
provides a method of investigation which transcends the traditional division
between theory and experiment. Computer-assisted simulation and design may
afford a solution to complex problems which would otherwise be intractable to
theoretical analysis, and may also provide a viable alternative to difficult or costly
laboratory experiments. Though stemming from Theoretical Chemistry, Compu-
tational Chemistry is a field of research in its own right, which can help to test
theoretical predictions and may also suggest improved theories.

The field of theoretical molecular sciences ranges from fundamental physical
questions relevant to the molecular concept, through the statics and dynamics of
isolated molecules, aggregates and materials, molecular properties and interactions,
to the role of molecules in the biological sciences. Therefore, it involves the
physical basis for geometric and electronic structure, states of aggregation, physical
and chemical transformations, thermodynamic and kinetic properties, as well as
unusual properties such as extreme flexibility or strong relativistic or quantum-field
effects, extreme conditions such as intense radiation fields or interaction with the
continuum, and the specificity of biochemical reactions.

Theoretical Chemistry has an applied branch (a part of molecular engineering),
which involves the investigation of structure-property relationships aiming at the
design, synthesis and application of molecules and materials endowed with specific
functions, now in demand in such areas as molecular electronics, drug design or
genetic engineering. Relevant properties include conductivity (normal, semi- and
super-), magnetism (ferro- and ferri-), optoelectronic effects (involving nonlinear
response), photochromism and photoreactivity, radiation and thermal resistance,
molecular recognition and information processing, biological and pharmaceutical
activities, as well as properties favoring self-assembling mechanisms and combi-
nation properties needed in multifunctional systems.

Progress inTheoreticalChemistry andPhysics ismadeat different rates in thesevarious
research fields. The aim of this book series is to provide timely and in-depth coverage of
selected topics and broad-ranging yet detailed analysis of contemporary theories and their
applications. The series will be of primary interest to those whose research is directly
concernedwith the development and application of theoretical approaches in the chemical
sciences. It will provide up-to-date reports on theoretical methods for the chemist, ther-
modynamician or spectroscopist, the atomic, molecular or cluster physicist, and the bio-
chemist or molecular biologist who wish to employ techniques developed in theoretical,
mathematical and computational chemistry in their research programs. It is also intended
to provide the graduate student with a readily accessible documentation on various
branches of theoretical chemistry, physical chemistry, and chemical physics.
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Preface

This volume collects 24 selected papers from the scientific contributions presented
at the Twentieth International Workshop on Quantum Systems in Chemistry,
Physics, and Biology (QSCP-XX), organized by Alia Tadjer and Rossen Pavlov in
the Golden Sands resort near Varna, Bulgaria, on September 14–20, 2015. Over 90
scientists from 26 countries attended this meeting. The participants discussed the
state of the art, new trends, and future evolution of methods in molecular quantum
mechanics, and their applications to a broad variety of problems in chemistry,
physics, and biology.

The high-level attendance attained in this conference was particularly gratifying.
It is the renowned interdisciplinary nature and friendly feeling of QSCP meetings
that make them so successful discussion forums.

The Golden Sands resort is 18 km north of the city of Varna and near the Golden
Sands National Park. The name comes from an old legend of pirates burying a huge
golden treasure at the waterfront north of Varna. The land took revenge on the
rascals and transformed that gold into wonderful sand. It is a magnificent resort, the
largest on the northern Black Sea coast, with its richly wooded hills, a white golden
beach, and clear blue sea. The old-growth forests between ancient Odessos and
Dionysopolis were mentioned by Pliny as the home of mythical dwarfs visited by
the Argonauts. There are famous mineral water springs, already known to the
Thracians and Roman Caesars. Golden Sands suits both sun seekers and sightseers
visiting Varna, the third largest city in Bulgaria and pearl of the Black Sea coast.

Details of the Varna meeting, including the scientific and social programs, can
be found on the web site: http://ntl.inrne.bas.bg/qscp2015. Altogether, there were
17 morning and afternoon sessions, where 53 plenary talks were given, and two
evening poster sessions, with 21 flash presentations for a total of 35 displayed
posters. We are grateful to all the participants for making the QSCP-XX workshop a
stimulating experience and a great success. QSCP-XX followed the traditions
established at previous workshops:

QSCP-I, organized by Roy McWeeny in 1996 at San Miniato (Pisa, Italy);
QSCP-II, by Stephen Wilson in 1997 at Oxford (England);
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QSCP-III, by Alfonso Hernandez-Laguna in 1998 at Granada (Spain);
QSCP-IV, by Jean Maruani in 1999 at Marly-le-Roi (Paris, France);
QSCP-V, by Erkki Brändas in 2000 at Uppsala (Sweden);
QSCP-VI, by Alia Tadjer in 2001 at Sofia (Bulgaria);
QSCP-VII, by Ivan Hubac in 2002 near Bratislava (Slovakia);
QSCP-VIII, by Aristides Mavridis in 2003 at Spetses (Athens, Greece);
QSCP-IX, by J.-P. Julien in 2004 at Les Houches (Grenoble, France);
QSCP-X, by Souad Lahmar in 2005 at Carthage (Tunisia);
QSCP-XI, by Oleg Vasyutinskii in 2006 at Pushkin (St Petersburg, Russia);
QSCP-XII, by Stephen Wilson in 2007 near Windsor (London, England);
QSCP-XIII, by Piotr Piecuch in 2008 at East Lansing (Michigan, USA);
QSCP-XIV, by G. Delgado-Barrio in 2009 at El Escorial (Madrid, Spain);
QSCP-XV, by Philip Hoggan in 2010 at Cambridge (England);
QSCP-XVI, by Kiyoshi Nishikawa in 2011 at Kanazawa (Japan);
QSCP-XVII, by Matti Hotokka in 2012 at Turku (Finland);
QSCP-XVIII, by M.A.C. Nascimento in 2013 at Paraty (Brazil);
QSCP-XIX, by Cherri Hsu in 2014 at Taipei (Taiwan).

The lectures presented at QSCP-XX were grouped into seven topics, in the field
of Quantum Systems in Chemistry, Physics, and Biology, ranging from concepts and
methods in Quantum Chemistry, through Relativistic Effects in Quantum Chemistry,
Atoms and Molecules in Strong Electric and Magnetic Fields, Reactive Collisions
and Chemical Reactions, Molecular Structure, Dynamics, and Spectroscopy, and
Molecular and Nano-materials, to Computational Chemistry, Physics, and Biology.

The width and depth of the topics discussed at QSCP-XX are reflected in the
contents of this volume of proceedings in Progress in Theoretical Chemistry and
Physics, which includes five parts:

I. Quantum Methodology (five chapters);
II. Structure and Dynamics (six chapters);
III. Atomic and Molecular Properties (six chapters);
IV. Biochemistry and Biophysics (four chapters);
V. Fundamental Theory (three chapters).

In addition to the scientific program, the workshop had its usual share of cultural
events. There was a tour of the resort, a visit to the Archaeological Museum and
Thracian Treasures in Varna, the Palace and Botanical Garden in Balchik, the Stone
forest and Aladja monastery, and the palace and winery of Euxinograd. Foreign
participants successfully joined in a show of folk songs and dances. The award
ceremony of the CMOA Prize and Medal took place during the banquet in the
conference venue: Berlin Green Park Hotel.

The CMOA Prize for junior scientists was shared between two selected
nominees: Henryk Witek (Taiwan) and Sachar Klaiman (Germany). Two other
nominees: Anela Ivanova (Bulgaria) and Olga Khetselius (Ukraine), received a
certificate of nomination and a gift. The prestigious CMOA Medal for senior sci-
entists was awarded to Prof. Hardy Gross (Max-Planck Institute of Microstructure
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Physics in Halle, Germany). Following a QSCP tradition, the venue of the next
workshop was announced: Vancouver, BC, Canada, in July 2016.

We are most grateful to the members of the Local Organizing Committee:
Yuliya Mutafchieva, Zhivko Stoyanov, Martin Ivanov, Chavdar Velchev, and
Mitko Gaidarov, as well as to the Sofia University young team, particularly Galia
Madjarova and Georgi Stoychev, for their work and dedication, which made the
stay and work of the participants both pleasant and fruitful. Last but not least,
we thank the members of the International Scientific and Honorary Committees for
their invaluable expertise and advice.

We hope the readers will find as much interest in consulting these proceedings as
the participants in attending the meeting.

The Editors
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Obituary

Sir Harold W. Kroto (1939–2016)

Professor Harry Kroto, who shared the Nobel Prize for Chemistry in 1996 with
Rick Smalley and Robert Curl, has died at the age of 76 after a long illness. His
1996 Nobel award was in recognition of his work on fullerenes—commonly
referred to as ‘buckyballs’, a pure form of carbon that presented itself in the form of
a polyhedron composed of 60 carbon atoms.

Harry was born Harold Walter Krotoschiner on 7th October 1939 in the small
market town of Wisbech, Cambridgeshire, England. Both parents had come to
Britain as refugees from Nazi Germany in the 1930s. His Jewish father was held on
the Isle of Man as an ‘enemy alien’ for the duration of the war. Harry and his
mother moved to Bolton, Lancashire, in 1940. This is where the family eventually
settled at the end of World War II, when his father joined them again.

The winning of the Nobel award is a reflection of Harry as an exceptionally
talented all-rounder interested and skilled in many things. As a high school student
he grew increasingly interested in chemistry, physics, and mathematics, and applied
to study Chemistry at Sheffield University, where he obtained a first class degree.
As an undergraduate he excelled at various extracurricular activities such as music,
athletics, tennis, and magazine design. His interests shifted to quantum chemistry
and spectroscopy. He remained at Sheffield and obtained his doctorate (under
Richard Dixon) for a work on spectroscopy of free radicals produced by flash
photolysis. It was this interest in spectroscopy and molecular structure that formed a
strong theme throughout much of his later work.

I first met Harry when I moved to the University of Sussex in 1982, where he
directed a group doing microwave rotation spectroscopy. One of my first discus-
sions with him was about the origin of the microwave cosmic background radiation
(CBR), which had become of interest because of Fred Hoyle’s speculations about
organic molecules in interstellar dust and the origin of life on Earth. I was struck by
his friendliness, informality, and intellectual vigor. In the late 1970s the
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long-chained polyvinylcyanides HC5N, HC7N and HC9N were found by radio-
astronomy in cold dark clouds of interstellar regions. The hunt for their origin
indicated that they were being ejected out of red giant carbon stars. To discover the
structure of molecules ejected from red giant carbon stars became of great interest
to Harry, and this lead him naturally to the discovery of the fullerenes. In 1985
carbon-cluster experiments were undertaken with laser oblation of a graphitic target
to form a carbon plasma.

Prior to the Nobel Prize winning work of Kroto, Smalley and Curl, carbon was
known to exist in a pure form only as diamond and graphite. Through their work on
fullerenes—vaporized carbon formed in inert gas then a plasma—it was found that
clusters of 60 atoms were the most stable, and in such experiments the stable
pure-carbon species, C60, was discovered. Kroto’s knowledge of graphic design no
doubt helped him (and his colleagues) to propose that a specific symmetrical
structure made up of carbon clusters, C60, was composed of 20 hexagonal sides and
12 pentagonal ones, a shape now almost commonplace in science textbooks.
Indeed, such a structure, which they referred to as “truncated icosahedron cage”,
had already found its place in modern architecture—a dome designed by American
architect Buckminster Fuller for the 1967 Montreal World Exhibition, hence the
name given to C60—Buckminster fullerene!

Work on fullerenes initially met with a skeptical reception, particularly from
organic chemists, following publication of the initial research in Nature. I have
clear memories of distinguished organic chemists verbally and aggressively
rejecting the idea of C60, which to them was an unstable strained ball of carbon
atoms. Yet, Harry’s tenacity prevailed. With his student Jonathan Hare and others,
he conducted further investigations to demonstrate the existence of both C60 and
C70. Later, related closed shell carbon cages were discovered in soot particles from
diesel engines and flames, and are likely to be a component of polluting particulate
matter, which is now an important health concern for the populations of big cities.
NASA’s telescopes also noted “buckyballs” in the remnants of a white-dwarf star.
Harry’s research also had implications for materials science.

Harry’s impact at the University of Sussex was especially felt in the field of
microwave spectroscopy, his study of carbon chains in dust clouds of interstellar
space being especially significant. He was a vibrant, humorous, and very well liked
colleague. His insistence on doing something worthwhile to the very best of his
ability was a key to the way he worked.

Harry spent much of his academic career working in British universities. After
working some time in North America in the early sixties, he joined in 1967 the
University of Sussex at their newly established School of Molecular Sciences, being
offered a postdoctoral position. Sussex was a new university—very interdisci-
plinary, liberal, and attracting outstanding academics on a beautiful rural campus; it
became known as ‘Oxbridge by the Sea’, and this atmosphere suited Harry.
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Becoming a lecturer soon after, he became a professor in 1985, and from 1991 to
2001 he was Royal Society Research Professor. Harry lectured widely at the
University of Sussex. Elsewhere he often gave a very popular lecture: ‘C60

Buckminster fullerene: the Celestial Sphere that fell to Earth’, which was always
very well received. From 2002 to 2004, he was President of the Royal Society of
Chemistry. Discouraged at what he saw as a lack of backing for science in British
universities, Harry took up a post at Florida State University in Tallahassee. In
2004, he returned an honorary degree to Exeter University in protest at the closure
of its Chemistry department.

Harry’s passion for science was also evident in the number of projects and
initiatives that he helped to establish. In 1995, he formed the Vega Science Trust, a
resource for scientists to discuss and broadcast their work, which he set up with the
help of BBC producer Patrick Reams. He also created GEOSET, an online resource
for teachers of science, where they could freely download outstanding pieces of
teaching material. Harry’s dedication and love for science continued to the end: in
2014, he and his wife Margaret set up the Prize for the Innovative Use of Tech-
nology in Science Learning, an award for children aged 11–18 based anywhere in
the world, for the best STEM video.

Harry retired in Sussex in 2015. Knighted in 1996, he won numerous awards,
including the Michael Faraday Prize in 2001 or the Longstaff Medal of the Royal
Society in 1993. He is survived by his wife Margaret and his two sons Stephen and
David.

He will be missed by us all.

Lawrence J. Dunne, May 2016

The photograph shows Harry Kroto at Sussex in 1996
(© The Royal Society/Anne Purkiss)
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Obituary

Yves Chauvin (1930–2015)

Professor Yves Chauvin was a French organic chemist and Nobel Laureate. He
became Honorary Director of Research at Institut Français du Pétrole after his
retirement in 1995, and a member of the Académie des Sciences in 2005. In the
early 1970s he became known for his work on deciphering the process of olefin
metathesis, for which he was awarded the Nobel Chemistry Prize in 2005, along
with Robert H. Grubbs and Richard R. Schrock.

I met Yves Chauvin at a dinner organized by Countess Marie de la Bouillerie in
her mansion in Tours in November 2007, an initiative of our common friend Claude
Gaudeau de Gerlitz, then treasurer of CMOA. Yves was a very friendly and modest
person, who had initially been embarrassed to receive the prestigious Nobel award.
However, he accepted to help us by joining the Editorial Board of this PTCP book
series to replace Ilya Prigogine, who had passed away.

Yves Chauvin was born on 10 October 1930 at Menin in Flanders, on the border
between Belgium and France. His parents were from Beaumont-la-Ronce in
Touraine, France. He used to spend his holidays there, in his grandparents’ large
family house. Most of his ancestors were small farmers. His grandmother was fond
of painting and of playing the piano, which she studied with Chabrier. His father
was an electrical engineer, who was sent to Ypres and then to Menin after World
War I, to help rebuild the electrical network in this war-ravaged province. Yves had
five brothers and sisters and they had quite a strict upbringing. He went to preschool
in Flanders then to primary school in France, which meant that he crossed the
border every day.

He was not a brilliant student, even at chemistry. He chose chemistry rather by
chance, because he firmly believed that one can become passionately involved in
one’s work whatever it is. Various circumstances, mainly due to military service,
prevented him from doing a Ph.D., and he often regretted it.

He then took a job in industry. But the fact that process development consisted
primarily of copying what already existed, with no possibility of exploring other
fields, prompted him to resign. He discovered this was a very common attitude
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among managers: “Do what everyone else does and change as little as possible; at
least we know it will work.” It was the opposite of his way of thinking: “If you want
to find something new, look for something new!” There is a certain amount of risk
in this attitude, but he believed you are so happy when you succeed that it is worth
taking the risk.

Yves Chauvin joined the Institut Français du Pétrole in 1960 and managed to
focus his work on what he thought would be most interesting.

The oil industry essentially uses heterogeneous catalysis: cracking, reforming,
hydrodesulphurization, hydrogenation, etc., but that was not what interested him.
At that time, nothing much was being done in France on coordination chemistry,
organometallics or homogeneous catalysis by transition metals, and Yves Chauvin
was fascinated by the achievements in Italy (G. Natta), Great Britain (J. Chatt),
Germany (Max-Planck-Institute in Mülheim), and the United States. As a result, he
unwittingly became the French specialist in these disciplines, which brought him
into contact with the various activities of the CNRS committees. He spent the best
part of his time on applied chemistry. This was how he came to develop two
homogeneous catalysis processes.

The first one, which uses a nickel-based catalyst, was called “Dimersol” and
exists in two basic process versions.

The “gasoline” version consists of dimerizing propene to the high-octane
iso-hexenes. There is, quite often, an excess of propene, especially in oil refineries
that do not have petrochemicals, as in the USA. In the early 2000s, there were 35
plants in operation, including 18 in the USA, with a combined annual output of 3.5
million tons. It was the first and only time that coordination catalysis had been used
in refining.

The “chemical” version consists of dimerizing n-butenes to iso-octenes, basic
inputs for plasticizers, using the oxo reaction. In the 2000s, production levels stood
at 400,000 tons per year.

The second process that Chauvin developed, using a titanium-based catalyst,
was called “Alphabutol.” It consists of dimerizing ethylene to 1-butene, the
co-monomer of low-density linear polyethylene. The benefits of that process, not
obvious at first, stem from a number of causes. In the early 2000s, there were 20
plants operating worldwide, with a combined output of 400,000 tons per year.
Many more were built afterwards.

Yves Chauvin also worked on batteries and, in particular, on the non-aqueous
electrolytes used to extend their electrochemical window. He thought it would be a
good idea to use these electrolytes, which belong to the class of ionic liquids, as
catalyst solvents. These liquids feature very low vapor pressure and virtual
non-solubility in hydrocarbons, paving the way for a biphasic catalysis. The mix-
ture of alkylimidazolium and aluminum chlorides forms a liquid with a very low
melting point. It proved to be a first-rate solvent for nickel-based dimerization
(“Dimersol”) catalysts. The reaction volume required for a biphasic system is ten
times smaller than for a homogeneous system: this is important for safety, for
refineries do not like to have large volumes in reaction because they are potential
bombs; likewise for nickel consumption. This new process, dealt with in a PhD
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project in 1990, saw the light thanks to the inventiveness and determination of
Hélène Olivier-Bourbigou, who took over Yves Chauvin’s Laboratory.

What applied chemistry taught Pr Chauvin is the need for absolute solidarity
between the research laboratory and the downstream side: testing, marketing, set-
ting up an industrial plant; same enthusiasm and same determination, especially
when everything seems to go wrong!

In Chauvin’s view, there is no difference between fundamental research and
applied research. The design of “processes” took up about three-quarters of his
working time. However, he also took an interest in other aspects of coordination
chemistry: palladium and rhodium catalyses, asymmetric aminoacid synthesis.
After retiring in 1995, he became Emeritus Director of Research in J.-M. Basset’s
Laboratory at the Lyon School of Chemistry, Physics, and Electronics.

Yves Chauvin died at the age of 84 on 27 January 2015. Following his will, he
was buried in his parents’ village cemetery near Tours. He is survived by his wife
and two sons and five grandsons.

Jean Maruani, May 2016
Adapted from Les Prix Nobel, The Nobel Prizes 2005

Editor Karl Grandin (Nobel Foundation), Stockholm, 2006

Yves Chauvin at Tours in 2006
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Obituary

Christiane Bonnelle (1930–2016)

Professor Christiane Bonnelle was a French chemical physicist and, from 1979
through 1991, the Director of the prestigious Laboratoire de Chimie Physique,
founded by Nobel Laureate Jean Perrin in 1926. She was born on 17 May 1930 in
Paris, the second of three children in a ‘Protestant High Society’ family. She studied
first at Lycée Molière and then at Lycée de Tulle, where her family took refuge
during WW-II. Later she entered the Sorbonne, where she received a Licence ès
Sciences in 1954 and a Doctorat ès Sciences in 1964.

From 1954 through 1960 she worked at the French CNRS; then she followed a
university cursus at the Sorbonne, where she became Full Professor in 1974. In
1964 she received the Bronze Medal of CNRS for outstanding thesis and in 1991
she was named ‘Man of the Year’ by the Cambridge International Biographical
Centre. During her career she published close to 150 research papers and several
reviews and books and directed more than 60 doctorate theses.

Christiane Bonnelle was essentially an X-ray spectroscopist, a field in which she
quickly became recognized as a world expert. She was especially a pioneer in the
difficult topic of the signature of chemical surroundings of elements in X-ray
spectra. Her main areas of research are outlined in the following.

• Synchrotron radiation. In 1963, under the direction of Yvette Cauchois, she
obtained the first X-ray spectra on a synchrotron, that of Frascati in Italy. These
results opened a brand-new field in spectroscopy, which underwent considerable
development in the world. In France two machines are fully dedicated to the
uses of this radiation: ESRF at Grenoble and SOLEIL at Saclay.

• The Sun X-radiation. En 1966, with Gilles Sénémaud and Yvette Cauchois,
she obtained the first X-ray spectra of the Sun with a spectrograph boarded on a
space rocket. The recent impressive development of X-ray spectrometry in
astrophysics follows from this pioneering experiment.
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• Lanthanides and Uranides. The Laboratoire de Chimie Physique has devel-
oped a tradition of X-ray investigation of elements that are little studied due to
their very complex electronic structure. During her carrier, Christiane Bonnelle
has contributed to the setup of a corpus of X-ray spectroscopic data for the
rare-earths and the actinides, which are of major interest for being involved in
the conception of electronic devices and the recycling of nuclear fuel.

In 2015, after several years of thorough search and critical analysis of pre-
vious and original research data, Christiane Bonnelle and Nissan Spector pub-
lished the landmark monograph: Rare-Earths and Actinides in High Energy
Spectroscopy, in the present book series.

• Condensed matter. Christiane Bonnelle devoted a great part of her work to the
X-ray spectroscopy of aggregates, interfaces, amorphous silicon, and multi-layer
devices that are used in X-ray optics. She obtained significant results in all these
fields, which led to further development. Members of her group were part of the
Grenoble team that validated the X-ray diffraction results of Nobel Laureate
Daniel Shechtman on quasicrystals.

• Instruments and Applications. An important aspect of Christiane Bonnelle’s
activity was her search for novel tools and applications. She especially initiated
and designed the construction of prototype instruments such as IRIS (Instrument
for Research on Interfaces and Surfaces), which has become the Shallow Probe
in industrial applications.

Christiane Bonnelle is acknowledged by her colleagues and coworkers as a
person of deep passion, rigor and honesty, whose dynamism, open-mindedness and
readiness to share her expertise was a great incentive to those who had the luck to
work with her. Even after she officially retired in 2000, she came to her office every
day, working from morning to evening.

When the CMOA of CNRS, former laboratory of Prof. Raymond Daudel, was
split into several units after he retired, Christiane Bonnelle, who was then the
Director of the Laboratoire de Chimie Physique, accepted to host our group. She
offered us facilities to settle and time to get acquainted with fields that were not
familiar to us. In return, we stimulated the development of computer-oriented
theoretical methods in a laboratory that was then mostly experimental.

Once in a while, I had the pleasure to enter her office and chat about scientific
but also philosophical, artistic, and even political matters. She particularly enjoyed
my recent research on the Dirac electron and my interest in the connections between
science and music. In spite of her puritan education, she also had a great sense of
humor. Her sudden illness and decease came as a loss for the scientific community,
but also brought a shock to her colleagues and friends. The last time I phoned her
home, she was waiting for her son to drive her to Southern France, where she would
be surrounded by the love and care of her family.
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Christiane Bonnelle died at the age of 86, on 21 August 2016. She is survived by
a son, Marc, two grand-daughters, Valérie and Caroline, and two great-grand-
children from Valérie, who works as a neuroscientist near Oxford.

Christiane Bonnelle was a great lady in the world of chemical physicists. She
will be remembered and missed.

Jean Maruani, September 2016
With the cooperation of Nissan Spector, Alfred Maquet, Dominique Weigel,
Jean-Michel André and Philippe Jonnard, and the approval of Marc Bonnelle
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Obituary

Rossen Pavlov (1947–2016)

Rossen Lubenov Pavlov was a Bulgarian scientist who made his entire career at the
Bulgarian Academy of Sciences, first at the Central Laboratory of Biophysics (from
1978 onwards) and then (from 1985 to this day) at the Institute of Nuclear Research
and Nuclear Energy (INRNE). He was born on 8 January 1947 in Sofia, the second
of two children in a middle-class family (his father was a landowner and a professor
in agronomy) and, as most bourgeois people in those days, he had French as a
second language. One-third of our 30 common papers were in French.

Rossen Pavlov graduated from high school in 1965 and from the Department of
Physics of Sofia University in 1974. At the Central Laboratory of Biophysics he
became involved in the experimental and theoretical investigation and design of
hormones, steroids, and enzymes related to bioregulation and aging. He made the
first quantum computations on melatonin, serotonin, and derivatives. He also
investigated the possible effects of geophysical and astrophysical parameters on
bioregulation processes.

Some time later he became the scientific secretary of Julia Vassileva-Popova, the
then almighty spouse of the deputy-minister of Foreign Affairs. As such, he was
acquainted with the highest-rank political figures in the country. He became a
private consultant of the Minister of Culture Lyudmila Zhivkova, the daughter of
President Todor Zhivkov. When Lyudmila deceased (allegedly due to a KGB plot),
he left his former position and was introduced at INRNE by his old friend Yavor
Delchev, a nephew of the famous nonconformist reporter Wilfred Burchett.

There he joined a group headed by Ivan Petkov, which had acquired a
world-recognized expertise in the investigation of nuclear shell structure by using
density functional theory and the Strutinsky partition technique. He became
involved in the development of exact functionals by the use of the local-scaling
transformation scheme. That is where our roads crossed.

I first made his acquaintance in 1986, at a meeting that I organized in Paris,
together with Pr Imre Csizmadia (the founder of WATOC), for the retirement of
Pr Raymond Daudel (the founder of the CMOA of CNRS). Among the participants
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there was a plethora of world-famous scientists, including eight Nobel Laureates.
This event brought me in touch with a number of people who were to play a crucial
role in the QSCP network: Bulgarian Academician Stefan Christov, Pr Roy
McWeeny from Pisa and, last but not least, that young, strange Bulgarian fellow
who stuttered in a stressing way but could make the ladies faint by practising the
old-fashioned hand-kissing, his long blond hair covering his bearded face while his
slender body was bowing down.

The following year I went for the first time to Sofia, where I was invited in a
IUPAC Congress. There I met Rossen again, and we started a cooperation that
lasted over 20 years.

Rossen Pavlov launched a number of Franco-Bulgarian projects, first between
the CNRS and BAS, then between the Université Pierre et Marie Curie and Sofia
University Saint-Kliment Ohridski. Later he moved to European projects involving
laboratories from Bulgaria and France but also from Spain (Yves Smeyers,
followed by Gerardo Delgado-Barrio), Italy (Roy McWeeny, one of the founders
of the reduced density matrix formalism, a keynote in our project), England
(Stephen Wilson, proposed by Sonia Rouve, a friend of Rossen Pavlov who was
teaching scientific English to Bulgarians at the British Council), Sweden
(Hans Agren, whom I met while working with Anders Lund at Linköping, followed
by Erkki Brändas), as well as from Russia and later from Belgium and Germany.
The QSCP annual workshops originate from this European network.

The picturesque chain of events that led to the QSCP network, and an illustrated
overview of the QSCP meetings from 1996 through 2008, is described in an earlier
volume of this book series edited by Piotr Piecuch: Jean Maruani, Progr. Theor.
Chem. & Phys. B-19 (2009), pp. 3–32. In recognition of the role played by
Bulgarians in this network, the CMOA Promising Scientist Prize, announced at the
banquet dinner of the Uppsala meeting, was first awarded in Sofia in 2001.

Rossen Pavlov was a person who could bring you in touch with anyone you
wished. After I arranged for some European grants to various Bulgarian institutes—
and gave a few lectures at Sofia University (on exotic symmetries), he managed
through Pr Peter Raychev, Jordan Stamenov (then the Director of INRNE) and
Matey Mateev (a former Minister of Education) to have me nominated for a
Doctorate Honoris Causa at Sofia University. Rossen received his Doctorat ès
Sciences from the Université Pierre et Marie Curie in 1999.

Rossen Pavlov had a real passion for mathematical physics but, as many other
Bulgarian scientists, he was plagued by material—often trivial—problems, which
prevented him from developing his full potential. He liked to seek connections
between biophysics, molecular physics, nuclear physics and even, in recent years,
astrophysics (in cooperation with Nicolas Chamel from Belgium, with whom he
wrote fifteen papers). He also was a man of culture, extending to other scientific
fields as well as to literature and history.

Rossen Pavlov was deeply devoted to science, though occasionally fascinated by
colleagues who had succeeded in business. He could be irritating but was capable of
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lasting friendship. He was an unconventional, crazy kind of fellow. One day,
together with my wife Marja and Rossen’s friend Sonia Rouve, we climbed up
Vitosha Mountain near Sofia and, somewhere on the way downwards, we got lost
in the darkening forest. We were exhausted and discouraged when suddenly Rossen
appeared in the nocturnal wilderness, like some ethereal moonlit spirit!

Rossen liked to establish human links. He introduced his sister Diana to my wife
and endeavored to make us feel home. He loved his country and tried to make
others love it too. Once he insisted for me to join him at his father’s former
properties near Belovo. Years later, while preparing QSCP-X at Carthage (the last
workshop he attended abroad), he accompanied me to my parents’ former home at
Ariana, a suburb of Tunis that has an exact homonym in Sofia district.

The family house where he lived with his mother was cluttered with books and
papers, records by beloved Elvis Presley, cats and kittens up and down the steps,
and had a garden full of quinces and raspberries. He liked solitary meditation in the
midst of nature, but also knew how to organize group events and to be sharply
efficient when needed. He was a guiding spirit, introducing other colleagues to the
group, facilitating meetings, arranging agreeable locations—at the mountain or the
seaside—for scientific workshops. He initiated a number of projects that he let
others develop. The Varna 2015 QSCP workshop, organized with Alia Tadjer, was
his last initiative. We could see how happy he was in the midst of his scientific
family and how his generous nature had a contagious effect on all of us.

Those who have known him will find inspiration and strength in his memory.
Rossen Pavlov died from a brain stroke at the age of 69, on 9 September 2016.

He is survived by a daughter, Yuliana (an English teacher) from his wife Radka
Sungarska, and by two grandchildren, Alexander and Katerina.

Jean Maruani, September 2016
With the cooperation of Sonia Rouve and Alia Tadjer

and the approval of Yuliana Pavlova
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Presenting the Hosts’ Radioisotopes
Production Laboratory at the Institute
for Nuclear Research and Nuclear Energy

D. Tonev, N. Goutev, L.S. Georgiev, A. Nikolov

Abstract The Institute for Nuclear Research and Nuclear Energy at the Bulgarian
Academy of Sciences has recently started the construction of an accelerator labo-
ratory in Sofia. The cornerstone of the laboratory is a TR24 cyclotron, which
provides a proton beam with a variable energy between 15 and 24 MeV and current
of up to 0.4 mA. The TR24 accelerator allows for the production of a large variety
of radioisotopes for medical applications and development of radiopharmaceuticals.
The new cyclotron facility will be used for research in radiopharmacy, radio-
chemistry, radiobiology, nuclear physics, solid-state physics, applied research, new
materials and for education in all these fields including nuclear energy.

Keywords Cyclotron, PET/CT, Radiopharmacy

Introduction

The project “Cyclotron laboratory of INRNE-BAS” has been started in 2012 by the
Institute for Nuclear Research and Nuclear Energy (INRNE) at the Bulgarian
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Academy of Sciences (BAS) under the auspices of the Council of Ministers of
Republic of Bulgaria in order to solve a longstanding medical problem for the
Bulgarian population—the shortage of short lived cyclotron radioisotopes for
medical imaging and diagnostics. The limited funds released by the Bulgarian
National Health Insurance Fund and the high price of the radioisotopes currently
imported from abroad makes the positron-emission tomography/computer tomog-
raphy (PET/CT) technology [1] available only for less than 1/3 of the Bulgarian
patients who need urgent medical diagnostics. The aim of the Cyclotron laboratory
of INRNE-BAS is to provide domestic production of such medical radioisotopes,
which would meet the need for PET/CT isotopes for all PET/CT laboratories in the
country, and eventually for those in the south-east region of the Balkan Peninsula.

Two generous financial grants have made the project possible: one from the
United States Department of Energy (DOE) with a donation of $3,000,000 USD
and a second from the Nuclear Power Plant “Kozloduy” with a donation of
$2,000,000 USD.

The INRNE-BAS project for a new cyclotron laboratory has been included in the
2014 updated “National Roadmap for Scientific Infrastructure” of Bulgaria. At the
beginning of 2015 the project was identified as a top priority of the Bulgarian–
American relations in the field of science and education. For several years the
management team of INRNE-BAS has been actively working to insure further
government support for the construction of the building of the cyclotron laboratory.

The new cyclotron laboratory as a novel part of the existing infrastructure of
INRNE-BAS would consist of:

• a specialized building that should meet the regulatory requirements in the field
of radiation safety and good manufacturing practices (GMP) in the pharma-
ceutical industry;

• a bunker in which the cyclotron TR-24 will be installed;
• a sector for applied research and development in radiopharmacy with enhanced

educational functions;
• a sector for the production of 18F-FDG, called Fluorodeoxyglucose, and in

future, of other radiopharmaceuticals for clinical use;

Table 1 Nuclear reactions and half-lives T1 2̸ of the most commonly produced PET radioisotopes
for medical imaging

Radioisotope Reaction T1 2̸ (min)
18F 18Oðp, nÞ18F 110
15O 14Nðp, nÞ15O 2
13N 16Oðp, αÞ13N 20
11C 14Nðp, αÞ11C 10
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The radioisotopes are produced by nuclear reactions [2], such as those shown in
Table 1, when a target is irradiated with an intense proton beam. For example the
isotope 18F is produced by irradiation of a target of 18O enriched water with protons
and in the ðp, nÞ nuclear reaction, shown in the first line in Table 1, one neutron is
emitted, transforming the 18O into 18F.

The radioisotope 18F is a positron emitter [1] with half-life of approximately 110
min which is used to produce Fluorodeoxyglucose (FDG), a form of glucose, which
is injected into the blood system and is most noticeably accumulated in tumors.
When a positron is emitted from the FDG it quickly annihilates with the first
electron it encounters emitting two gamma quanta propagating in opposite direc-
tions, which are detected in PET scanners by multiple gamma detectors, measuring
at the same time the difference in the arrival times in order to determine the point
of the annihilation. After that computer tomography is used to reconstruct a
three-dimensional image of the tumor. Currently, the resolution of the PET/CT is
less than 1 mm, which is practically sufficient for the purposes of the computer
tomography [1].

The manufacturing of the cyclotron TR24 purchased by INRNE-BAS has been
completed in the middle of 2015 and the tests at site of the manufacturer have been
successfully accomplished in August 2015, see Fig. 1 for a side view of the
cyclotron TR24 before its transportation to Bulgaria.

Fig. 1 A side view of the INRNE-BAS cyclotron during the tests in Vancouver in August 2015
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There are many academic institutions in Europe where new accelerator centers
are under development. TR24 is the cyclotron model of the accelerator which has
recently been installed at CYclotron pour la ReCherche et lEnseignement (Cyrce)
of the Institut Pluridisciplinaire Hubert Curien (IPHC) in Strasbourg, France. Soon
the Institute of Radiopharmaceutical Cancer Research of Helmholtz-Zentrum
Dresden Rossendorf (HZDR) in Germany will operate a new (modified) TR24.
Another TR24 is installed in Rzez, Czech Republic. On the other hande, the
Laboratori Nazionali di Legnaro at INFN, which uses a 70 MeV cyclotron, is
planing to perform similar activities to ours [4].

For the time being, before installing the INRNE-BAS cyclotron in Sofia, Bul-
garia which has a working nuclear power plant and intends to install more nuclear
power plant units, is having no working research nuclear facility, neither a research
reactor, nor an accelerator. With the new facility we will be able to restart our
experimental research program not only in the field of nuclear physics, but also in
many interdisciplinary fields related to nuclear physics. An excellent presentation
of the accelerator physics is given in the work [3].

Objectives of the INRNE-BAS Cyclotron Project

The main purpose of the INRNE-BAS cyclotron project is to allow for regular
supply of 18F-FDG to 8 regional PET/CT center, within five years, at a low price
providing “full cost recovery”, with a small profit margin which will be used to
sustain the laboratory. The revenue from the sale of radioisotopes and radiophar-
maceuticals will be fully reinvested in the research program and in the development
of the laboratory. This will enable more hospitals in Bulgaria to purchase new
PET/CT equipment as well as to increase the throughput of the existing scanners.
The wider access to PET/CT will definitely improve the health and extend the life
of the patients suffering from cancer.

Another objective of the INRNE-BAS cyclotron project is to ensure high quality
training of nuclear pharmacists and to complete the chain from research to end
products with clinical applications due to the availability of the GMP compliant
production sector.

The TR24 cyclotron, shown in Fig. 1, whose parameters correspond to the
technical specification in the public procurement organized by INRNE-BAS, has
been chosen with the intention that in the next twenty years INRNE-BAS will be
able to produce a wide range of radioisotopes which are used in medicine with a
relatively low initial investment and moderate maintenance costs. In more detail,
the proton energies and beam current of TR24, whose control and management
system is shown in Fig. 2, makes it possible to produce commercial quantities of
radioisotopes with traditional and expected future applications in medicine such as
PET radioisotopes 18F, 124I, 64Cu, 68Ge/68Ga, as well as single-photon-emission
computer tomography (SPECT) radioisotopes 123I, 111In, 67Ga, 99mTc and thera-
peutic alpha-emitters: 225Ac/213Bi, 230U/226Th.
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Next, from the viewpoint of the applied research, the radioisotopes produced by
the cyclotron will be used for the development of new radiolabelled molecules for
diagnostics [5] and therapy purposes [6]. A longer term goal of the laboratory is to

Fig. 2 Control and management system of the cyclotron manufactured for INRNE-BAS
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become involved in preclinical studies and clinical trials through collaborations and
research projects with academic partners and private companies.

From scientific point of view the cyclotron laboratory in INRNE-BAS will open
new possibilities for experimental nuclear structure research in Bulgaria. The plan is
to investigate level-schemes of excited nuclei as well as to measure lifetimes of
excited nuclear states. The proton beam will be used to bombard different targets in
order to cause nuclear reactions and the radiation generated from the reactions will
be registered with a multidetector system. The data obtained could be analyzed to
reveal new details of the nuclear structure.

On the other hand, it is possible to measure excited nuclear states lifetimes in the
femtosecond region with the TR24 cyclotron using the Doppler-shift attenuation
method (DSAM) following the inelastic proton scattering reaction. Such an
approach is presented in details in the work of Hennig et al. [7]. In the experimental
setup used in the Institute for nuclear physics in Cologne University, the proton in
the exit channel of the ðp, p′γÞ reaction is detected with charged-particle detectors
placed close to the target. This approach uses the centroid-shift version of the
DSAM method and profits from the coincident detection of scattered protons and
de-exciting γ-rays.

Following the approach of Hennig et al. thirty lifetimes of excited states in 96Ru
have been determined in [8]. A similar experimental setup will be installed in the
cyclotron laboratory of INRNE-BAS in order to measure lifetimes for low-lying
states in nuclei which could be approached by the ðp, p′γÞ reaction. The cyclotron
laboratory will also allow us to continue our research in the fields of phase tran-
sitions in nuclear physics [9], chirality in nuclei [10, 11] and nuclear structure of
light nuclei [12].

Last but not least, the cyclotron laboratory will be extensively used for education
and training of physicists, chemists, pharmacists and biologists for radioisotopes
production, radiochemistry, quality control of radiopharmaceuticals and their uses
in medical imaging, as well as training of specialists in nuclear energy. More
general practical topics like radiation protection and dosimetry will also be covered
by the training and education program of the laboratory. Most of the training and
education activities will be carried out by involving the students in the ongoing
research projects of the laboratory. Special attention will be paid to the training of
students which plan to work in the field of nuclear energy.

Characteristics of the Accelerator TR24

The cyclotron TR24, purchased by INRNE-BAS, is manufactured by Advanced
Cyclotron Systems Inc. (ACSI), located in Vancouver, Canada. The TR-24
cyclotron of INRNE-BAS, shown in Figs. 1 and 2, has the following characteristics:

• it accelerates negatively charged hydrogen ions H − and the proton beam is
extracted with the help of carbon foil which can be moved in radial direction;

• the proton beam has variable energy; the minimum energy of the proton beam is
15 MeV while the maximum energy of the proton beam is 24 MeV;

• the proton beam current is 400 µA, however, it is upgradeable to 1000 μA;
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• it provides simultaneous extraction of two proton beams;
• it has an external CUSP ion source.

Because of the very high current of up to 400 µA, upgradeable to 1 mA, and
because of the variable proton energy ranging from 15 to 24 MeV, the cyclotron
TR24 can produce commercial quantities of more than 15 isotopes, see Sec-
tion “Objectives of the INRNE-BAS Cyclotron Project” for more details, by irra-
diating simultaneously two high current targets placed at the exit ports or along high
current beam lines. At the beginning one Y-like beam line will be mounted at one
of the exit ports of our cyclotron for greater flexibility. Currently, there are two
target stations and three targets for the production of 18F-FDG available in the
Cyclotron laboratory of INRNE-BAS.

Status of the Bulgarian National Cyclotron Center

In 2014 the Institute for Nuclear Research and Nuclear Energy has successfully
completed the public procurement tender for the production of the cyclotron TR24
and signed a contract for the delivery of the cyclotron, manufactured by the
Canadian company Advanced Cyclotron Systems Inc. The cyclotron produced for
INRNE-BAS passed successfully the low energy tests in the factory in August 2015
and an illustration of the tests is shown in Fig. 3.

The cyclotron TR24 was delivered to INRNE-BAS on the 12 January 2016 as
illustrated in Fig. 4.

The building for the cyclotron laboratory, with a bunker for the cyclotron and the
hot cells for the production of 18F-FDG, will be constructed nearby the Institute for
Nuclear Research and Nuclear Energy in Sofia. Currently, INRNE-BAS is involved
in the feasibility study for the building of the Cyclotron laboratory.

Presenting the Hosts’ Radioisotopes Production Laboratory … xxxvii

Fig. 3 INRNE-BAS cyclotron during acceptance tests in Vancouver, Canada in 2015
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Towards the Inclusion of Dissipative Effects
in Quantum Time-Dependent Mean-Field
Theories

L. Lacombe, M. Vincendon, P.M. Dinh, P.-G. Reinhard and E. Suraud

Abstract We discuss various theoretical approaches to describe dissipative dynam-

ics in finite systems. We focus in particular on the case of irradiated clusters and

molecules. We recall semi-classical approaches successful in the case of simple

metallic clusters at high excitation. We then focus on dedicated quantum approaches.

We discuss in particular two recently proposed approaches, a relaxation time ansatz

(RTA) and a stochastic extension of mean field dynamics (STDHF). We present a

brief outline of the theories and show some examples of applications.

1 Introduction

The analysis of dissipative effects in finite quantum systems is a long standing ques-

tion [1], which has been and is addressed in various field of physics and chemistry. In

recent years, it has been studied in growing detail in clusters and molecules excited

by intense laser fields [2–5]. But it is also observed in the case of ballistic electron

transport in nano systems [6], as well as for thermalization in trapped Fermi gases [7].

The interest in the molecular case has especially grown in the last years [4, 8], thanks

to progress in the analysis of electronic emission (energy-, angular-resolved dis-

tributions...), through elaborate imaging techniques such as Velocity Map Imaging

Electronic supplementary material The online version of this chapter

(doi:10.1007/10.1007/978-3-319-50255-7_1) contains supplementary material, which is

available to authorized users.

L. Lacombe ⋅ M. Vincendon ⋅ P.M. Dinh ⋅ P.-G. Reinhard ⋅ E. Suraud (✉)

Laboratoire de Physique Théorique, Université de Toulouse, CNRS, UPS,

Toulouse, France

e-mail: suraud@irsamc.ups-tlse.fr

P.-G. Reinhard

Institut für Theoretische Physik, Universität Erlangen, 91058 Erlangen, Germany

L. Lacombe ⋅ E. Suraud

Physics Department, University at Buffalo, The State University New York,

Buffalo 14260, USA

© Springer International Publishing AG 2017

A. Tadjer et al. (eds.), Quantum Systems in Physics, Chemistry, and Biology,

Progress in Theoretical Chemistry and Physics 30,

DOI 10.1007/978-3-319-50255-7_1

3

http://dx.doi.org/10.1007/10.1007/978-3-319-50255-7_1


4 L. Lacombe et al.

[8, 9]. Thermalization effects also focused several investigations in nuclear physics,

especially in induced nuclear fission or nuclear collisions [10, 11]. For example, in

the case of nuclear collisions, the kinetic energy of the projectile is redistributed

into thermal energy of the compound target + projectile system (possibly leading to

the formation of truly “hot nuclei”) which, in turn, de-excites via thermal emission

and/or fragmentation. The scenario points out the role of “elementary collisional

events” between system’s constituents which we will from then on call “collisional

correlations”, the notion being taken from Fermi liquid theory [12] with incoherent

reduction of two-body correlations to two-Fermion collisions.

From a theoretical point of view, nuclear physics devoted major efforts since three

decades to address the question of hot nuclei. Semi-classical methods [11, 13, 14]

were the stronghold, in the line of similar problems in particular in plasma physics

[15], but also with investigations in terms of Molecular Dynamics approaches com-

bining quantum features with a semi-classical treatment of dynamical correlations

[16, 17]. Still, there exists to date no complete quantum approach in the field, in

spite of numerous formal investigations [11, 18, 19]. The case of clusters and mole-

cules has been more recently addressed with first attempts in terms of semiclassical

approximations [20, 21]. These semi-classical approaches are based on the Vlasov

equation complemented by a Boltzmann-like collision term, evaluated according

to the Uehling-Uhlenbeck approximation [22], which accounts for Pauli-blocking

factors in the course of elementary collisions between constituents of the system.

These approaches are, nevertheless, bound to simple metal clusters, where the soft

effective potentials characteristics of metallic bond can be well treated with a semi-

classical approach. The applicability towards other binding situations, in particular

highly studied covalent systems such as C60 [5] is more questionable. In addition,

(semi) classical approaches are mostly tailored for high excitations such as those

delivered by very intense laser pulses [3] where these methods can be justified and

where the scenario is essentially a blowing up of the system. In the important case of

less violent excitations quantum effects cannot be neglected. In such cases, the typ-

ical situation can be sketched as follows. In a typical irradiation process in clusters

and molecules the confining potential delivered by the ionic background stabilizes

the system for some time. Therefore, ionization becomes a highly efficient way to

dissipate energy. As a consequence, the actual stored excitation energy is heavily

regulated by electronic emission. This leads to a highly perturbed (far away from

any equilibrium) system, but with moderate remaining excitation energy. This is a

situation where semi-classics badly fails, and which obviously requires to account

for quantum features. One should, nevertheless, cite some attempts to treat dynam-

ical correlations semi-classically on top of quantum mean field [23] in the spirit of

Time-Dependent Density Matrix approaches [24].

Fully quantum mechanical treatments have also been performed in schematic

model systems [25] as well as in the time-dependent configuration-interaction (TD-

CI) method [26]. One should also mention the standard extension of TDDFT which

integrates current, namely Time Dependent Current Density Functional Theory

(TDCDFT), which has proven very useful for analysing the width of collective modes

[27]. This a priori suggest that TDCDFT might provide a ready to go approach to
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the inclusion of dissipative features on top of TDDFT. It nevertheless turns out that,

even within keeping aside formal difficulties, especially concerning energy, and not

mentioning the computational difficulties in handling the full TDCDFT in realis-

tic 3D simulations, TDCDFT raises some fundamental difficulties when addressing

an excitation regime beyond the linear domain. Indeed, systematics of relaxation

time extracted from TDCDFT computations show that the theory leads to relaxation

times independent of the excitation energy, which is a clear pathological behavior

[28]. These elaborate treatments are limited to very small systems and low excita-

tions. The need for a robust quantum theory addressing the regime of moderate to

high excitation energies thus persists.

The present contribution addresses some directions of investigation of how to

include dissipative effects in the case of the irradiation of clusters and molecules.

After a brief reminder of the standard mean-field framework (Sect. 2.1), we shall

successively consider a semi-classical approach (Sect. 2.2), a quantum relaxation

time ansatz (Sect. 3), a stochastic extension of mean field (Sect. 4), and a simpli-

fication thereof in direction of a quantum kinetic equation. Although we shall focus

the applications to cases of irradiated clusters and molecules, we should stress the

fact that the formal developments we shall present can be applied to a wider variety

of physical systems under non-linear excitations.

2 From Mean-Field to Semi-Classical Kinetic Equations

2.1 The Mean Field as a Starter

The dynamics of irradiated clusters and molecules has already been widely addressed

within the robust and rather versatile Time-Dependent Density Functional The-

ory (TDDFT) [29]. The Time-Dependent Local-Density Approximation (TDLDA)

[30–32] thereof certainly provides one of the best compromises in the domain of

quantum dynamics and has been applied to several dynamical regimes from the lin-

ear one up to highly non-linear processes [4, 33, 34]. But TDLDA is an effective

mean-field approach which misses by construction dissipative effects from electron-

electron collisions. This practically limits the range of applicability of TDLDA to

moderate excitations.

As a starting mean field theory, we therefore take TDDFT at the level of TDLDA

treated in the real time domain [30, 31]. For further formal discussions it is worth

re-expressing mean field dynamics in terms of the one-body density matrix �̂�. The

(natural orbitals) representation of the one-body density operator

�̂� =
∞∑

𝛼=1
|𝜙

𝛼

⟩W
𝛼

⟨𝜙
𝛼

| . (1)

It allows to recast the mean field propagation under the form
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i𝜕t�̂� =
[
̂h[𝜚], �̂�

]
(2)

with the Hamiltonian ̂h[𝜚] computed from the diagonal part 𝜚 of the density matrix

�̂�. Details on the mean-field picture can be found in Supplemental material, Sect. A.

2.2 The VUU Approach

The semi-classical approximation to the TDLDA dynamics outlined in Sect. 2.1 is

known as the Vlasov-LDA theory. It can be formally obtained through Wigner trans-

form which provides the natural starting point for expansions in orders ofℏ. At lowest

order in ℏ, this leads to the phase space distribution f (𝐫,𝐩, t) as the semi-classical

analog of �̂�, and the Vlasov equation as the semi-classical analog of Eq. (13). One

can thus formally write

{
�̂�

i𝜕t�̂� =
[
̂h[𝜚], �̂�

]
}

ℏ → 0
⟶

{
f (𝐫,𝐩, t)

𝜕tf = {h[f ], f }

}
(3)

where the semi-classical Hamiltonian possesses the same density dependence as its

quantum mechanical counterpart but now with the density of matter computed from

the phase space distribution as 𝜚(𝐫, t) = ∫ d𝐩f (𝐫,𝐩, t).
The interest in the semi-classical approximation is that it provides a simple frame-

work to complement mean field dynamics by a collisional contribution in the form

of a collision term “à la Boltzmann”, and at the same time by properly accounting for

Pauli blocking effects in the form of the Uehling-Uhlenbeck form [22]. This finally

leads to a kinetic equation which can be written as

𝜕tf = {h(𝐫,𝐩, t), f (𝐫,𝐩, t)} + Icoll[f ] (4)

The collision term reads, for the phase space distribution f (𝐫,𝐩1, t)

Icoll[f1] ∼ ∫
d𝐩2d𝐩3d𝐩4𝛿(

∑

i
𝐩i)𝛿(

∑

i
𝜀i)

d𝜎
dΩ

[f3f4(1 − f1)(1 − f2) − f1f2(1 − f3)(1 − f4)] (5)

where we have used the compact notation fi = f (𝐫,𝐩i, t) and where d𝜎∕dΩ labels

the elementary cross section associated to the residual interaction not contained in

the mean field. It is important to note here that the collision term is computed at

a given real space point. Note also that, at this point, one enforces conservation of

both, momentum and single particle energy (which reduces to kinetic energy for a

local potential).

As a first example of application, we consider the irradiation of a moderate size

metal cluster by a moderately intense laser. Effects of dissipation can particularly
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Fig. 1 Photo-angular

distribution of Na
+
41

following a laser irradiation

(laser parameters on the

figure). We compare mean

fields approaches (quantum

TDLDA and semi-classical

Vlasov) to a semi-classical

kinetic equation approach

(VUU) and the dissipative

quantum RTA

be identified on the Photoelectron-Angular Distribution (PAD) of emitted electrons.

Figure 1 shows such an observable in Na
+
41 and compares various levels of theory.

The reference point is the quantum TDLDA approach (Sect. 2.1) which delivers the

expected distribution with a sizable alignment of emission along laser polarization

axis. The semi-classical version of TDLDA, the Vlasov LDA approximation is also

plotted in Fig. 1 and delivers a very similar PAD with preferential forward/backward

emission along laser polarization axis. The situation is clearly different in the case of

the VUU approach which delivers a much more isotropic PAD. This reflects the fact

that collisional correlations have led to some thermalization of the electron cloud.

Therefore, there is a balance between alignment along laser polarization (which

is accounted for at mean field level and which mostly occurs at short times) and

isotropic emission (which is accessible at VUU level and which typically occurs at

longer times). At least at a qualitative level, it is clear that VUU delivers the expected

dissipative effects. It remains to be seen whether the case is accidental or the semi-

classical approximation does blur some aspects. Therefore, the next step is to try to

see how to include dissipative effects at a quantal level.

3 A Quantum Relaxation Time Ansatz

As mentioned in Sect. 2.2, collisions are local, changing for a given 𝐫 only the

momentum distribution at this specific point. This leads to establish local conserva-

tion laws [35]: collisional relaxation then preserves local density 𝜚(𝐫, t), local current

𝐣(𝐫, t), and local kinetic energy Ekin(𝐫, t) (for a local potential). As a consequence,

the collision term drives the system towards a local and instantaneous equilibrium

which can be characterized by local density, local current and local kinetic energy

feq(𝐫,𝐩; 𝜚, 𝐣,Ekin). Equilibration at global scale is achieved at slower pace by inter-

play with the long range transport resulting from mean-field (Vlasov) propagation.

Therefore one can simplify the full VUU equation in terms of a Relaxation Time
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Ansatz (RTA) which reads [36–39]

𝜕tf = {h, f } − 1
𝜏relax

(
f (𝐫,𝐩, t) − feq(𝐫,𝐩; 𝜚, 𝐣,Ekin)

)
(6)

In the latter equation, the constraints (𝜚, 𝐣,Ekin) are fully local in space and time. The

RTA approximation provides a simple way to generalize the picture to the quantum

case.

The equation of motion for �̂� including dynamical correlations, namely the quan-

tum kinetic equation generalizing the mean field propagation Eq. (13) and/or gener-

alizing to the quantum world the semi-classical VUU equation, reads in general [40,

41]

i𝜕t�̂� =
[
̂h, �̂�

]
+ ̂I[�̂�] . (7)

where the right-hand-side is the quantum-mechanical collision term. The

RTA approximation Eq. (6) can in turn be imported to the quantum case as

i𝜕t�̂� =
[
̂h, �̂�

]
− 1

𝜏relax

(
�̂� − �̂�eq[𝜚, 𝐣, E]

)
, (8)

A key ingredient in Eq. (8) is the density operator �̂�eq of the thermal equilibrium

for local density 𝜚(𝐫, t), current distribution 𝐣(𝐫, t) and total energy E(t) at a given

instant time t, all ingredients being functionals of �̂�. The other key quantity in Eq. (8)

is the relaxation time 𝜏relax, which is presently evaluated in semi-classical Fermi

liquid theory and which depends on instantaneous excitation energy. Details on the

evaluation of both �̂�eq and 𝜏relax can be found in Supplemental material, Sect. B.

A first example of application of this quantum RTA approximation is shown in

Fig. 2 where we consider a simple initial boost excitation of the electron cloud of

the metal cluster Na40, in order to explore the optical response of the system [33,

42]. Note that the considered case is well beyond the linear response regime with a

total ionization of order unity. This is a typical target case for a quantum descrip-

tion, as discussed above. The lower panel of Fig. 2 compares ionization in time for

TDLDA and RTA. As expected, RTA delivers a significantly smaller ionization than

TDLDA, which reflects the fact that a fraction of the deposited energy (via the initial

time boost) is “dissipated” towards internal degrees of freedom of the system rather

dominantly released via ionization. The upper panel of Fig. 2 delivers a complemen-

tary message in terms of the Fourier transform (time to energy) of the dipole response

of the electron cloud [42]. TDLDA and RTA are once again compared. One can spot

several interesting differences between both theories. First, it should be noted that

dominant peaks are red shifted in RTA as compared to TDLDA. This simply results

from the fact that TDLDA delivers more ionization than RTA. The second remark

concerns the overall structure of the spectra which are globally similar but for the

fact that major peaks are suppressed in RTA (as compared to TDLDA) or even sup-

pressed in the case of satellite peaks (as, e.g., the structures around 4 eV). This is

typical of dissipative features which tend to wipe out detailed structures and spread
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Fig. 2 Time-energy Fourier

transform of the electronic

dipole (upper panel) and

ionization as a function of

time (lower panel) in Na40
excited by an instantaneous

boost, computed in TDLDA

(“no relax” or “quantum”)

and RTA (“relax” or “dissip.

quantum”)

the spectrum. As in the previous VUU case, we observe that the RTA delivers the

expected features of a dissipative theory.

It is also interesting to compare VUU to RTA. We thus come back to the previ-

ously discussed Fig. 1 which displays the PAD of a laser irradiated sodium cluster.

We have indicated on this figure the PAD computed with the quantum RTA. We find

a clearly qualitative, and to a large extent quantitative, agreement between VUU and

quantum RTA. At closer look, we remark that VUU delivers a slightly more isotropic

PAD than quantum RTA, which is especially visible in the transverse direction. The

effect is not necessarily genuine and might results from the intrinsic error bars which

blur standard VUU simulations [43]. Altogether, the basic message from the com-

parison is, nevertheless, the fact that quantum RTA looks rather close to VUU. One

might thus question the interest of the quantum RTA as compared to VUU. A clearcut

answer to this question is provided in Fig. 3 where we have made a systematics of

laser irradiations varying the laser frequency. Several key quantities are plotted as a

function of laser frequency. We explore the optical response in the upper panel. The

middle panel shows the anisotropy parameter 𝛽2. This parameter provides a compact
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Fig. 3 Comparison of

TDLDA (“quantum”) and

RTA (“dissip. quantum”)

observables in laser

irradiated Na40 as a function

of laser frequency 𝜔. Bottom
Total ionization Nesc. Middle
Anisotropy parameter 𝛽2
characterizing the PAD. Top
Optical response calculated

in RTA and semi-classically.

For the sake of clarity the

TDLDA optical response is

not indicated. As already

seen in Fig. 2, differences

between RTA and TDLDA

optical response are visible

but not large. The vertical

dashes indicate the value of

the ionization potential (IP)

measure of the shape of the PAD, quantitatively in the one-photon regime, qualita-

tively in the multi-photon regime. Indeed, in the one-photon ionization regime, the

PAD cross section can be written as d𝜎∕dΩ ∝ (1 + 𝛽2P2(𝜃)) where P2 is the second

order Legendre polynomial and 𝜃 the emission angle with respect to the laser polar-

ization axis. The bottom panel finally displays the total ionization. Very clearly, 𝛽2
and ionization signals significantly depend on the spectral features with sizable peaks

corresponding to the major peaks identified in the optical spectrum. One here faces a

resonant enhancement of ionization and associated reduced alignment of emission.

Very clearly as well, RTA does strongly differ from TDLDA at resonances, but the

difference basically vanish when off-resonant. The mechanism would be about the

same for the semi-classical approximation, typically with enhanced ionization at res-

onance. The semi-classical optical response is added for completeness in the upper

panel of Fig. 3 and shows that the resonance landscape is much simplified in the semi-

classical approximation which implies significantly different semi-classical ioniza-

tion and anisotropy behaviors as compared to the quantum case. This demonstrates
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the interest of a quantum approach with respect to the semi-classical approximation,

even in the forgiving case of simple metal clusters.

4 Stochastic Time-Dependent Hartree Fock (STDHF)

4.1 Standard Stochastic TDHF

The RTA is an interesting step beyond TDLDA but suffers from the standard limi-

tations of RTA, namely the fact that it somewhat drives the system towards a ded-

icated (even if time-dependent) asymptotic state. While it is probably well adapted

to the late time evolution of the system (rather close to actual asymptotic equilib-

rium), it may induce bias at shorter times. It is thus interesting to explore other

options at the quantum mechanical level. A line of approach is provided by sto-

chastic approaches. Indeed, according to the fluctuation-dissipation theorem, fluctu-

ations scale with excitation energy (or dissipation). This implies that a mere kinetic

equation is probably insufficient at very high energy. A possible solution is to con-

sider more elaborate approaches in terms of a Langevin treatment, which leads to

stochastic kinetic equations in which the Boltzmann equation is complemented by

a stochastic collision term [44, 45]. The quantum analog of a stochastic quantum

kinetic equation is also conceivable formally (very involved as well), but remained

practically impossible to solve except for some semi-classical applications in nuclear

dynamics [11, 46–48].

An alternative quantum mechanical approach, which can be reduced to such a

stochastic kinetic equation, was proposed in [19] and provides a formally simple

framework for true quantum approaches. The method is coined Stochastic Time-

Dependent Hartree Fock (STDHF) and represents the dynamics in terms of an

ensemble of pure mean field states propagated in parallel and allowing an (on the

fly) account of collisional correlations. The formalism as well as its realization are

simple. The difficulties lies in the computational cost because of the necessary large

size of the ensemble to reach statistically reliable estimates. It is thus, as such, not yet

applicable to realistic 3D computations. First realizations of STDHF were neverthe-

less recently obtained in 1D [49, 50] and provide a proof of principle of the method.

The next step will be to simplify the approach to be able to apply it to realistic 3D

cases. STDHF dynamics is outlined in Supplemental material, Sect. C.

4.2 From STDHF to Extended TDHF

Stochastic TDHF is an appealing theory which integrates both dissipative effects (via

collisional correlations) and associated fluctuations via the stochastic ensemble. It is

thus a highly elaborate approach covering expected behaviors of the dynamics in the
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dissipative regime. As such, it can provide a benchmark for other, simpler, theories.

As already mentioned, it has been successfully applied in simple 1D model systems

of covalent molecules in [49, 50]. A direct application to realistic full 3D TDLDA

calculations is presently beyond computational possibilities. Indeed, the quality of

the stochastic ensemble representation highly depends on the size of the ensemble.

Below typically 100 events, statistical error bars may blur the quality of the estimates.

This is clearly a severe hindrance for the applicability of STDHF as such. The major

issue here concerns mean field propagation. By construction STDHF propagates an

ensemble of mean field states. A single STDHF calculation thus requires at least 100

mean-field calculations, not mentioning the marginal cost of the evaluation of tran-

sition rates for each member of the ensemble. As such STDHF is thus at least costing

two orders of magnitude the cost of a mere TDLDA calculations, whence a strong

computational limitation. Even more so, in the case of moderate excitation energies,

transition probabilities become even smaller and so increasingly difficult to sample,

thus almost hampering any stochastic ensemble description of such situations. There

is a practical need for simplified approaches, especially ones allowing to avoid the

ensemble strategy. Any such approach will, of course, sacrifice the benefit of the

ensemble description concerning fluctuations. But the simplification may allow to

address realistic 3D cases as well as moderate excitation energies.

We have seen above that STDHF might be reduced to a stochastic kinetic equation.

The simpler version thereof is the corresponding quantum kinetic equation which

takes the form of Eq. (7). In its full version, the corresponding collision term ̂I[�̂�] is

a complicated operator which can hardly be solved in practice. It becomes simpler

when assuming that the one-body density matrix entering ̂I[�̂�] remains diagonal, in

other words, of the form Eq. (14), with time-dependent weights W
𝛼

. The effect of the

collision integral then reduces to a rate equation for the W
𝛼

, which reads

dW
𝛼

dt
∼
∑

𝛽

∑

𝛾

∑

𝛿

|||V𝛼𝛽𝛾𝛿

|||
2
[(1 −W

𝛼

)(1 −W
𝛽

)W
𝛾

W
𝛿

− W
𝛼

W
𝛽

(1 −W
𝛾

)(1 −W
𝛿

)]𝛿
(
𝜀

𝛼

+ 𝜀

𝛽

− 𝜀

𝛾

− 𝜀

𝛿

)
. (9)

where the 𝜀i label the single particle energies. This approximation is usually coined

Extended TDHF (ETDHF) and was explored in particular in nuclear physics [18].

As a first step, it is thus interesting to test this oversimplified picture and compare it

to STDHF.

Due to the lack of benchmark calculations, ETDHF has never been fully tested in

realistic dynamical scenarios, even less so in electronic systems. We test it here for a

molecular 1D model system and compare it to STDHF. The setup we have used here

is similar to that in [49, 50]. We mock up a 1D molecular/cluster system by a mean

field Hamiltonian (in x representation, using ℏ = 1)

̂h = − Δ
2m

+ Vext (x) + 𝜆𝜚(x)𝜎 (10)
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The external potential Vext (x) has been chosen as a Woods-Saxon profile Vext (x) =
V0∕(1 + exp((x − x0)∕a)) in which we take V0 = −5 Ry, x0 = 15 a0, a = 2 a0, 𝜆 = 5
Ry.a20 and 𝜎 = 2. The potential is complemented by a confining harmonic oscilla-

tor which ensures soft reflecting boundary conditions. This allows to focus on ther-

mal effects, without interference with ionization. Finally, the residual interaction V
is taken as a zero range term with intensity 1.3 Ry.a0. The set of parameters has

been tuned to reproduce a typical molecular setup with energies in the Ry range, see

[49, 50] for details.

The comparison between STDHF and ETDHF is done in Fig. 4. The one-particle

entropy S is plotted as a function of time for two excitation energies E∗
. The excita-

tion energy is delivered at initial time in the form of a particle-hole excitation. The

ensuing dynamics is followed by STDHF and ETDHF. The comparison shows that,

for a small E∗
, both approaches lead to very similar results. However, at a higher E∗

,

they deliver significantly different results, both in terms of the asymptotic values and

the temporal profile (which indicates different relaxation times). The comparison is

interesting in several respects. First, it shows that, at small excitations, the oversim-

plified ETDHF approach provides a reliable picture, which is a welcome feature.

Comparisons on other observables would also be interesting. Second, the higher

energy case shows that ETDHF misses some pieces of the dissipative dynamics

included in STDHF (even in an integrated quantity such as the entropy). The fact that

the ETDHF asymptotic value of S is significantly lower than the STDHF one indeed

tells that some dissipation is missing (a pure TDHF evolution with fixed values of

W
𝛼

at 1 or 0 exactly delivers a zero entropy in time). This probably stems from the

(strong) assumption of diagonal density matrix underlying Eq. (9). Indeed, it should

be noted here that the energy matching condition in Eq. (9) is ill defined outside

the basis in which the one-body Hamiltonian is diagonal. Because of the dynamical

evolution, this basis cannot by construction diagonalize the one-body density matrix.

The effect seems harmless at low excitation but leads to problems at higher excita-

tion, which is quite reasonable. There is thus a clear need for an improvement over

the simple ETDHF approach as soon as the excitation energy becomes sizable.

5 Conclusions

We have presented in this paper a few directions of investigations of dissipative

effects in irradiated clusters and molecules. The inclusion of such dissipative features

in finite systems at a quantum level is a long pending question. It has been addressed

in some detail in nuclear physics with a strong semi-classical bias. The semi-classical

picture was also explored in simple metal clusters but is hardly applicable in general

in the electronic case. In view of the experiments addressing these questions in clus-

ters and molecules, there is an urgent need for the development of a robust quantum

approach in these systems, integrating, at some level, dissipative features.

We have proposed here especially two strategies. The first one is based on a relax-

ation time ansatz of the quantum collision term of quantum kinetic equations. It
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Fig. 4 Comparison of time evolution of entropy S (in Boltzmann constant unit kB) computed with

STDHF (full curve) and ETDHF (dashes) approaches, for two excitation energies E∗
as indicated.

The shaded areas about the STDHF curves are the error bars from the fluctuations within the

STDHF ensemble

allows to explore several aspects of relaxation dynamics in molecular systems and

clusters. We have, in particular, explored the impact of dissipation on angular distrib-

utions (PAD) of emitted electrons. We have seen that, in general, dissipation is espe-

cially active close to resonances where its impact is most visible. This was clearly

seen in total ionization and PAD. The second approach (STDHF) we have presented

consists in using a stochastic ensemble representation of the dynamics by consider-

ing a stochastic extension of mean field dynamics. This approach has conceptually a

much wider spectrum of applications and is highly elaborate, even describing fluctu-

ation dynamics. It is unfortunately still quite expensive numerically speaking which

strongly limits applications in realistic cases. Still, STDHF can be tested in simpli-

fied 1D models and then provides an invaluable benchmark of dissipative dynamics

beyond mean field. We have then tested the standard Extended TDHF (ETDHF)

approach in comparison to STDHF and found that it performs acceptably well at

moderate excitations while the simplifications raise difficulties at larger excitation

energies. The development of an improved approach, in between ETDHF and full

STDHF, but still practical in realistic computations thus remains a challenging task.

Work along that line is in progress.
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On the Ordering of Orbital Energies
in the ROHF Method: Koopmans’
Theorem versus Aufbau Principle

B.N. Plakhutin, A.V. Novikov, N.E. Polygalova and T.E. Prokhorov

Abstract The restricted open-shell Hartree-Fock (ROHF) method in its different
formulations is a standard tool used by quantum chemists for studying open-shell
systems. This work presents a discussion of specific difficulties which arise in the
ROHF method in those cases where the orbital energies violate the Aufbau prin-
ciple (AP). The AP violations are often treated in the literature as a deficiency of
both a ROHF method leading to these violations and of the respective computa-
tional results. We summarize examples of different AP violations and analyze them
from the viewpoint of both Koopmans’ theorem (KT) and experimental ionization
potentials. We show that the main source of AP violations is a specific ordering of
the ROHF orbital energies based on the orbital occupancies. In those cases, where
the orbital energies obey KT, the violations of the AP reflect the physical reality. To
overcome computational difficulties which arise in the iterative SCF procedure, we
describe a simple and effective orbital-energy scaling technique which enables one
to perform ROHF computations of systems violating the Aufbau principle.

Keywords Aufbau principle ⋅ Koopmans’ theorem ⋅ ROHF method ⋅
Endofullerene N@C60 ⋅ Atom Mn

1 Introduction

In the iterative procedure of solving the Hartree-Fock (HF) equation for the
closed-shell systems [1], the orbital energies ε i are usually ordered by their values,
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ε1 < ε2 < ε3 <⋯, and electrons fill the lowest energy orbitals. At convergence, the
closed-shell and virtual orbital energies, εk and εv, respectively, obey the condition

εk < εv ð1Þ

which is usually called the Aufbau principle (AP). The HF orbital energies (1) also
satisfy the physically meaningful relationships following fromKoopmans’ theorem [2]

εk = − Ik ð2Þ

εv = −Av ð3Þ

where Ik and Av are the vertical ionization potential (IP) and electron affinity (EA),
respectively, defined in the “frozen” orbital approximation (see below). A fulfill-
ment of Koopmans’ relationships (2)–(3) shows that the orbital energies εk and εv
are well-defined quantities, and this substantiates the use of the AP (1) for ordering
of the orbitals in the closed-shell HF method.

In the restricted open-shell HF (ROHF) method [3] and in its different reformu-
lations and generalizations [4–11], the full orbital space fϕig= fϕkg⊕fϕmg⊕fϕvg
is separated into three orbital subspaces, closed-shell fϕkg, open-shell fϕmg, and
virtual fϕvg, characterized by the respective orbital occupancies fi,

fk =1; 0< fm <1; fv =0 ð4Þ

The ROHF orbitals are usually ordered by their occupancies, i.e., the open-shell
orbitals lie above the closed-shell (doubly occupied) orbitals and below the virtual
ones. Within each of these subspaces, the orbitals are ordered by the values of the
orbital energies. Based on this specific orbital ordering, it is often assumed that the
ROHF orbital energies εi must obey the Aufbau principle, which in this case takes
the form

εk < εm < εv ð5Þ

In practice, the ordering of the ROHF orbital energies derived for the ground
state of different open-shell systems usually obeys the AP (5), however, a number
of cases is known where the orbital energies violate the condition (5). The point is
that the latter cases are sometimes treated as a deficiency of both a ROHF method
leading to this violation and of the respective computational results [12, 13]. In the
clear form this point of view was presented in Ref. [13]: “The Aufbau principle
states that electrons will fill the lowest energy orbitals first for the ground state.
Computational results that predict otherwise must be view skeptically”.

This work presents a discussion of the Aufbau principle (5) and of its violations
in the ROHF method. We summarize examples of different AP violations derived
with different versions of the ROHF method and analyze them from the viewpoint
of both Koopmans’ theorem (KT) and experimental IPs. The main result of our
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treatment is that in those cases, where the orbital energies obey KT, the violations
of the AP reflect the physical reality. To overcome computational difficulties which
arise in the iterative SCF procedure, we describe a simple and effective orbital-
energy scaling technique which enables one to perform ROHF computations of
systems violating the Aufbau principle.

The paper is organized as follows. Section 2 presents a brief review of the
present state of the art of the ROHF method and of its special (canonical) form [14–
17], in which the orbital energies obey Koopmans’ theorem. In Sect. 3 we discuss
different kinds of AP violations in the ROHF method. A description of the orbital-
energy scaling technique is presented in Supplementary materials.

2 Theory

2.1 Total One-Electron Hamiltonian in the ROHF Method

The present-day formulation of the ROHF method is based on the familiar repre-
sentation for the total electronic energy [3]:

EROHF ðXÞ=2∑
i
fi hii + ∑

i
∑
j
fi fj ð2aijJij − bijKijÞ ð6Þ

that involves only the Coulomb Jij and exchange Kij integrals and does not involve
the 3- and 4-indexed electron repulsion integrals ⟨ij kl⟩j . In Eq. (6) and below, fi is
the occupation number (4), aij and bij are coupling coefficients characterizing the
state and configuration of an open-shell system X under consideration [3]. Appli-
cation of the variational principle to the energy functional (6) gives the generalized
Hartree-Fock equation [3]:

R ̂ ϕ ij ⟩= εi ϕ ij ⟩ ð7Þ

where R ̂ is the total one-electron ROHF Hamiltonian. The most general definitions
of R ̂ valid for an arbitrary unique state (non-repeating term symbol) arising from an
arbitrary many-open-shell electronic configuration were derived by Dyadyusha and
Kuprievich [4], and, later and independently, by Hirao and Nakatsuji [5]. The
definitions [4, 5] are completely equivalent from the viewpoint of the variational
principle [18], however, they are not equal to each other, and this point deserves
discussion. The definitions [4, 5] can be presented in the following form:

R ̂= R̂ð1Þ +Rð̂2Þ + R̂ð3Þ ð8Þ
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where

R̂ð1Þ = ∑
i
ω i½ðI − ρÞFî ρ

i + ρiF ̂i ðI − ρÞ� ð9Þ

R̂ð2Þ = ∑
i
∑
j
λijρ

j ðF ̂i −F ̂jÞ ρi ð10Þ

The term R̂ð3Þ which differs in the two definitions [4, 5] is discussed just below.
In Eqs. (9)–(10): ρi = ϕ ij ⟩⟨ϕ ij, ρ= ∑ðkÞ ρ

k + ∑ðmÞ ρ
m, and ðI − ρÞ= ∑ðvÞ ρ

v are

the projectors; ω i and λij are arbitrary nonzero numbers (ðλij = − λjiÞ; and F ̂i is the
Fock operator for the orbital ϕi [1],

Fî = fi½h ̂+ ∑
j
fj ð2aij Jĵ − bijKĵÞ� ð11Þ

The term R̂ð1Þ (9) expresses the variational conditions between occupied and

virtual orbitals, while R ̂ð2Þ (10) represents the variational conditions among occu-
pied orbitals [4, 5]. All of these conditions are satisfied at convergence (see also
below). For closed-shell systems, R̂ð2Þ ≡ 0, since the Fock operators (11) for the
closed-shell orbitals are all the same. The term R̂ð3Þ derived by Dyadyusha and
Kuprievich [4] takes the form

Rð̂3Þ = ∑
i
ρi Q̂ ρi ð12Þ

where Q̂ is an arbitrary nonvanishing Hermitian operator. The term R ̂ð3Þ derived by
Hirao and Nakatsuji [5] takes another form

R̂ð3Þ = ∑
i
ρi F ̂i ρi + ∑

u
∑
w

∑
i
ρuF ̂i ρw ð13Þ

where the indices u and w refer to the virtual orbitals. To clarify the definitions (12)
and (13), we present the matrix of the total ROHF Hamiltonian (8), R̂ij, defined in
the molecular orbital basis fϕig= fϕkg⊕fϕmg⊕fϕvg For simplicity, we express
this symmetric (Hermitian) matrix in terms of matrix elements of operators R ̂ð1Þ,
R̂ð2Þ, and R̂ð3Þ,

c o v

c )3(R̂ )2(R̂ )1(R̂

o )3(R̂ )1(R̂

v )3(R̂

ð14Þ

where the letters c, o, and v designate the closed-shell ðcÞ, open-shell ðoÞ, and
virtual ðvÞ orbital subspaces, respectively, i.e., c= fϕkg, o= fϕmg, and v= fϕvg
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At convergence, matrix elements of operators R ̂ð1Þ and Rð̂2Þ vanish,

R̂ kv = ðRð̂1ÞÞkv =0

R̂mv = ðRð̂1ÞÞmv =0

R̂km = ðRð̂2ÞÞkm =0

ð15Þ

and this provides a fulfillment of all the conditions imposed by the variational
principle in the case of open-shell systems [3–5].

From the conditions (15) it follows that operator Rð̂3Þ standing in diagonal blocks
of (14) cannot be defined from the variational principle [4, 5]. It is noteworthy that
operator R̂ð3Þ should be nonvanishing, otherwise all eigenvalues of R ̂ (8) which are

equal to eigenvalues of Rð̂3Þ will be equal to zero, and hence, all eigenvectors of R̂
will be degenerate.

This arbitrariness in the choice of Rð̂3Þ reveals the way to take into account the
additional conditions necessary to also satisfy Koopmans’ theorem. As first shown
by Plakhutin et al. [14], a proper form of the operator R̂ð3Þ whose eigenvalues obey
Koopmans’ relationships of the kind (2) and (3) can be derived from Kramers’
variational condition underlying Koopmans’ theorem [2]. A detailed discussion of
Kramers’ condition and of the approach [14] based on this condition is presented in
Sect. 2.3.

Here we point out that the original definitions of R ̂ð3Þ given by Eqs. (12) or (13) are
not quite satisfactory [11, 19]. Offdiagonal matrix elements of R ̂ð3Þ inside of the
diagonal blocks R̂cc and R̂oo of the matrix (14) were postulated [4, 5] to be equal to
zero, and this presents a rigid restriction which does not follow from the variational
principle. A general form of R̂ð3Þ following from the treatment [4, 5] is as follows [19]:

R̂ð3Þ = ∑
k
∑
l
ρkRð̂ccÞρ l + ∑

m
∑
n
ρmRð̂ooÞρn + ∑

u
∑
w
ρuR̂ðvvÞρw = ∑

s
∑
i s
∑
j s
ρ isRð̂ssÞρ js

ð16Þ

where is and js are the numbers of orbitals from the orbital subspace s ðs= c, o, vÞ,
and R̂ðssÞ are arbitrary nonvanishing Hermitian operators.

2.2 High-Spin Half-Filled Open-Shell (HSHFOS) Systems

Here we consider in more detail the particular case of open-shell systems which is
represented by high-spin half-filled open-shell (HSHFOS) systems. Within a one
configuration approximation underlying the ROHF method, the HSHFOS systems
are described by a one determinant wave function (similar to that in the unrestricted
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HF (UHF) method [20]) and are characterized by the following values of Roo-
thaan’s open-shell coefficients f , a, and b [3],

fm = f =1 ̸2, amn = a=1, bmn = b=2 ð17Þ

The set of the Fock operators (11) characterizing HSHFOS systems is reduced to
the two operators, F ̂c and F ̂o, which are specific for the closed-shell and open-shell
orbitals, respectively,

F ̂c = h ̂+ ð2Jĉ −KĉÞ+ f ð2Jô −KôÞ
Fô = f ½h ̂+ ð2Jĉ −KĉÞ+ f ð2aJô − bKôÞ�

ð18Þ

If arbitrary coefficients ω i and λij in Eqs. (9) and (10) are chosen in the form
ω k =ω c =1, ωm =ω o =2, and λkm = λco =2, the operators (9) and (10) take the
form R̂ð1Þ = R̂cv =F ̂c, R ̂ð1Þ = R̂ov =2Fô, and Rð̂2Þ =2ðFĉ −F ̂oÞ, respectively, and the
symmetric ROHF Hamiltonian matrix (14) for HSHFOS systems takes the familiar
form

c o v

c )(ˆ ccR 2( cF̂ − oF̂ ) cF̂

o )(ˆ ooR 2 oF̂

v )(ˆ vvR

ð19Þ

The diagonal operators R̂ðssÞ ðs= c, o, or vÞ in Eq. (19) are different in different
versions of the ROHF method [3, 6–10]. As shown by Montgomery [21], the
diagonal operators Rð̂ssÞ in the methods [3, 6–10] can be expressed in the same form

R̂ðssÞ =2fAðssÞF ̂o +BðssÞðFĉ −F ̂oÞg ð20Þ

where AðssÞ and BðssÞ are some coefficients (for details, see the manual [21] to the
GAMESS suite of programs [22]). The values of these coefficients derived by
Montgomery are presented in Table 1. For completeness, Table 1 also presents the

Table 1 Coefficients AðssÞ and BðssÞ of Eq. (20) for high-spin half-filled open-shell systems

AðccÞ BðccÞ AðooÞ BðooÞ AðvvÞ BðvvÞ ROHF Hamiltonian

−1/2 3/2 1/2 1/2 3/2 −1/2 Roothaan Ref. [3]
1/2 1/2 1 0 – – Roothaan and Bagus Ref. [23]
1/3 2/3 1/3 1/3 2/3 1/3 McWeeny and Diercksen Ref. [6]
1/2 1/2 1 0 1 0 Davidson Ref. [7]
1/2 1/2 1 0 0 1 Binkley, Pople and Dobosh Ref. [8]
1/2 1/2 1/2 1/2 1/2 1/2 Guest and Saunders Ref. [9]
1/2 1/2 1 0 1/2 1/2 Faegri and Manne Ref. [10]

1/2 1/2 1/2 0 1/2 1/2 Euler equations Ref. [1]
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AðssÞ and BðssÞ coefficients specific for the atomic ROHF method developed by
Roothaan and Bagus [23] and similar coefficients characterizing the ROHF method
based on direct solving the Euler equations [1] (for details, see Ref. [14]).

2.3 Koopmans’ Theorem in the Closed-Shell HF and ROHF
Methods

In all of the ROHF methods [3–11] treated above, the orbital energies do not obey
Koopmans’ theorem (KT) [2] (a fulfillment of KT was not presupposed in the
derivations [3–11]). For the first time, the special (canonical) form of the ROHF
method for HSHFOS systems, in which the orbital energies εk , εm, and εv satisfy the
KT relationships of the kind (2) and (3) has been developed in Ref. [14]. The
further elaboration and extension of the approach [14] has been given in Refs. [15–
17]. Here we analyze the variational conditions underlying KT in both closed-shell
HF and ROHF methods mainly following Refs. [14–17].

Before treating the validity of KT in the ROHF method, we recall that the
formulation of KT in the closed-shell HF method in the form of the relationships (2)
and (3) does not reveal the main (variational) essence of this theorem [14, 24]. This
point deserves discussion. The validity of Koopmans’ relationships (2)–(3) is due to
the use in the closed-shell HF equation [1]

F ̂ ϕ ij ⟩= εi ϕ ij ⟩ ð21Þ

of the specific form of the one-electron effective Hamiltonian

F ̂= h ̂+ ð2Jĉ −K ̂cÞ ð22Þ

This form of the HF Hamiltonian derived by Fock [1] and called the Fock
operator is the particular form of the total one-electron Hamiltonian R̂ (8). Different
particular forms of R̂ for the closed-shell systems generate the same orbital sub-
spaces fϕkg and fϕvg and the same energy EHFðXÞ, however, only eigenvalues of
the Fock operator (22) obey the KT relationships (2) and (3). It is why the form of
the one-electron Hamiltonian in the closed-shell HF method given by Eq. (22) is
called canonical.

To gain a better understanding of the difference between F ̂ (22) and other
possible forms of the closed-shell HF Hamiltonian, we consider the expressions for
Ik (2) and Av (3) defined in Ref. [2] in the “frozen” orbital approximation (FOA):

Ik =EfrozenðX +
k Þ−EHFðXÞ ð23Þ

Av =EHFðXÞ−EfrozenðX −
v Þ ð24Þ
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EfrozenðX±
j Þ= ⟨ΨðX±

j Þ H ̂�
�

�
�ΨðX±

j Þ⟩, ð25Þ

where EHFðXÞ is the HF energy of a closed-shell system X under consideration; X±
j

is an ion having a hole or an extra electron in the orbital ϕj; ΨðX±
j Þ=ΨfrozenðX±

j Þ is
a one-determinant wave function of X±

j formed using the same (“frozen”) HF

orbitals fϕ ig= fϕkg⊕fϕvg optimal for X; and H ̂ is the total many-electron
Hamiltonian. The energy of ions X±

j (25) is defined in the FOA, i.e., in a
non-variational manner, and hence, depends on the choice of “frozen” orbitals fϕkg
and fϕvg defined up to a unitary transformation in the respective orbital subspaces.

The fundamental result underlying KT is that the orbitals fϕig= fϕkg⊕fϕvg
derived as eigenvectors of the canonical HF Hamiltonian F ̂ (22) for the initial
(non-ionized) system X provide also the minimal (stationary) value of EfrozenðX±

j Þ
with respect to the choice of “frozen” orbitals fϕkg and fϕvg. This crucial result
providing the variational meaning of KT in the closed-shell HF method [1] has been
proved by Kramers [25].

It follows from here that the canonical HF orbitals fϕig= fϕkg⊕fϕvg=
fϕðcÞg⊕fϕðvÞg for a closed-shell system X obey three variational conditions. The
first of them is the variational principle for the total energy

δEHF ðXÞ½fϕ ig�=0 ð26Þ

while two other ones represent the Kramers’ condition [25] which is imposed upon
the orbitals of the respective (ionized) electronic shell in both cation X +

k and anion
X −
u . These two particular forms of Kramers’ condition [25] can be presented as

follows [14, 17]:

δEfrozen ðX +
k Þ½fϕðcÞg�=0 ðϕ k ∈ fϕðcÞgÞ ð27Þ

δEfrozen ðX −
u Þ½fϕðvÞg�=0 ðϕu ∈ fϕðvÞgÞ ð28Þ

where the orbitals of non-ionized electronic shells, i.e., the virtual orbitals fϕðvÞg in
X +
k and closed-shell orbitals fϕðcÞg in X −

u , remain “frozen” in the respective
variational procedures (27) and (28).

In line with the above treatment (see Eq. (15) and the respective text), the varia-
tional principle (26) defines only the operator R̂ðcvÞ standing in the off-diagonal block
of the closed-shell HF Hamiltonian matrix. The diagonal operators R̂ðccÞ and R̂ðvvÞ
cannot be defined from the variational principle, however, they can be defined from
the conditions (27) and (28), respectively [14, 16]. It is easy to show that R̂ðcvÞ derived
from the condition (26) takes the form R̂ðcvÞ =ωF ̂, where ω is an arbitrary nonzero
coefficient, while R̂ðccÞ and R ̂ðvvÞ derived from the conditions (27) and (28) take the
form Rð̂ccÞ = R̂ðvvÞ =F ̂. It follows from here that Kramers’ conditions (27)–(28) are
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satisfied in the canonical closed-shell HF method [1], and this provides a physical
meaning of the KT relationships (2) and (3).

The variational conditions (27)–(28) can be extended to open-shell systems in
order to derive a special (canonical) form of the ROHF Hamiltonian [14], whose
eigenvalues (orbital energies) obey KT. For the first time, this extension has been
given in Refs. [14, 16] for the particular case of HSHFOS systems. A generalization
of the approach [14, 16] to open-shell systems with arbitrary orbital occupancies
and arbitrary total spin S including orbitally degenerate systems, such as atoms with
configuration pN , will be published elsewhere [26].

In HSHFOS systems under study, the full orbital space fϕig is divided into three
subspaces, fϕig= fϕkg⊕fϕmg⊕fϕvg= c⊕o⊕v characterized by different orbital
occupancies (4), and hence, there are six different one-electron processes X→X±

j, σ

which lead to formation of six ions: X +
k, α, X

+
k, β, X

+
m, α, X

−
m, β, X

−
v, α, and X

−
v, β, where

σ = α or β is the spin of a removed (attached) electron. The full set of the varia-
tional conditions imposed upon the canonical ROHF orbitals in HSHFOS systems
involves the variational principle for the total energy

δEROHF ðXÞ½fϕ i g�=0 ð29Þ

and six conditions, each of which is imposed upon the energy of the respective ion
defined in the FOA. These six conditions can be presented in the form [14, 17]:

δEfrozen ðX±
j, σÞ½fϕðsÞg�=0, ðj∈ sÞ ð30Þ

where s= c, o, or v, and, σ = α or β
In line with the above treatment (see Eq. (15) and the respective text), the

variational principle (29) defines only the operators R̂ðcoÞ, R̂ðcvÞ, and R̂ðovÞ standing in
the off-diagonal blocks of the matrix (19). The fundamental meaning of the con-
ditions (30) is that each of them defines the respective diagonal operator R̂

σ
ðssÞ in

Eq. (19), whose eigenvalues obey Koopmans’ theorem. An explicit form of oper-
ators R̂

σ
ðssÞ is presented below.

As proved in Refs. [14, 16], if the ROHF orbitals fϕig= fϕkg⊕fϕkg⊕fϕvg
used to evaluate the energies δEfrozen ðX±

j, σÞ in Eq. (30) obey the variational prin-

ciple (29), the eigenvalues of each of the operators R̂
σ
ðssÞ derived from the respective

condition (30) obey the following Koopmans’ relationship:

R̂
α
ðccÞ: εαk = − Iαk

R̂
α
ðooÞ: εαm = − Iαm

R̂
α
ðvvÞ: εαv = −Aα

v

ð31Þ

and
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R̂
β
ðccÞ: εβk = − Iβk

R̂
β
ðooÞ: εβm = −Aβ

m

R̂
β
ðvvÞ: εβv = −Aβ

v

ð32Þ

It follows from (31)–(32) that the conditions (30) define two different operators,

R̂
α
ðssÞ and R̂

β
ðssÞ, for each orbital subspace s. These two operators provide a fulfillment

of KT for two respective one-electron processes which are possible in the electronic
shell s. From here it follows that the conditions (29)–(30) define two different

ROHF Hamiltonians, which we denote R
Î
and R̂

II
[17].

The matrices of these two Hamiltonians take the same form (19) and differ from
each other only in diagonal blocks. The triples of diagonal operators R̂

σ
ðssÞ

ðs= c= o, vÞ entering each of the Hamiltonians R
Î
and R̂

II
can be different [14, 16,

17], for example,

R ̂I = ðR̂ β
ðccÞ, R̂

α
ðooÞ, R̂

α
ðvvÞÞ ð33aÞ

R̂
II
= ðR ̂ αðccÞ, R̂

β
ðooÞ,R ̂

β
ðvvÞÞ ð33bÞ

or

R̂
I
= ðR ̂ αðccÞ, R̂

α
ðooÞ,R ̂

α
ðvvÞÞ ð34aÞ

R̂
II
= ðR ̂ βðccÞ, R̂

β
ðooÞ,R ̂

β
ðvvÞÞ ð34bÞ

(See also Table 2). This specific ambiguity of R
Î
and R̂

II
follows from that the three

diagonal operators of a ROHF Hamiltonian are, by definition, independent of each

other [see also Eq. (16)]. Below we will specify the diagonal blocks of R̂
I
and R̂

II
by

referring to the respective definitions (33a), (33b) or (34a), (34b). In the particular

Table 2 Coefficients Aσ
ðssÞ and Bσ

ðssÞ of Eq. (37) characterizing a one-electron process

X→X±
j, σ ðj∈ sÞ in HSHFOS systems with the total electronic spin S

Aσ
ðccÞ Bσ

ðccÞ A σ
ðooÞ Bσ

ðooÞ Aσ
ðvvÞ Bσ

ðvvÞ Canonical ROHF Hamiltonian

X→X +
k, β X→X +

m, α X→X −
v,α

0 1 1 0 1 0 Plakhutin, Gorelik and
Breslavskaya

Ref.
[14]

X→X +
k, α X→X −

m, β X→X −
v, β

2S+1
2S

− 1
2S

0 1 − 1
2S

2S+1
2S

Davidson and Plakhutin Ref.
[16]
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case, where the triples of diagonal operators R̂
σ
ðssÞ are chosen in the form (34a), (34b),

the ROHF Hamiltonians R̂
I
and R̂

II
can be designated R̂

α
and R ̂β, respectively [17].

The eigenvectors and eigenvalues of R̂
I
and R̂

II
represent two sets of the canonical

ROHF orbitals and orbital energies [14, 16]. These characteristics can be derived by
solving two different and independent (uncoupled) HF equations [16, 17],

R ̂I ϕ I
i

�
� ⟩= ε Ii ϕ

I
i

�
� ⟩ ð35Þ

R̂
II
ϕ II

i

�
� ⟩= ε IIi ϕ II

i

�
� ⟩ ð36Þ

A detailed discussion of the structure of solutions of Eqs. (35)–(36) is presented
in Ref. [17]. Here we note that each of these equations can be solved using the usual
iterative procedure. In this work, Eqs. (35) and (36) are solved using the general
ROHF algorithm for HSHFOS systems implemented in the GAMESS program [21,
22] and the orbital-energy scaling technique described in Supplementary materials.
When treating the AP violations in different open-shell systems (see Sect. 3) we
present either both sets of the orbital energies derived by Eqs. (35)–(36) or only one

of them derived by Eq. (35) with the use of the diagonal operator R
Î
(33a) [14].

As shown in Refs. [14, 16], the diagonal operators R ̂ σðssÞ (31)–(32) derived from
the variational conditions (30) can be expressed in the above form (20)

R̂
σ
ðssÞ =2fA σ

ðssÞF ̂o +B σ
ðssÞðFĉ −F ̂oÞg ð37Þ

where A σ
ðssÞ and B σ

ðssÞ are characteristic coefficients of the canonical ROHF method.
It is worth noting that despite of a formal analogy between the definitions (37) and
(20), there is a principal difference between them. The operators R̂

σ
ðssÞ (37) are

derived from the physically meaningful conditions (30), each of which provides a
fulfillment of KT for the respective one-electron process X→X±

j, σ (31)–(32), while

the operators Rð̂ssÞ (20) and their eigenvalues have not a physical meaning. The
numerical values of A σ

ðssÞ and B σ
ðssÞ (37) are presented in Table 2.

2.4 CI-Based Formulation of Koopmans’
Theorem in the ROHF Method

Canonical ROHF orbitals and orbital energies derived from the extended set of the
variational conditions [Eqs. (29) and (30)] can also be derived by an alternative
method [15] based on a limited configuration interaction (CI) approach. This allows
one to give an alternative (CI-based) formulation of KT in the ROHF method [17].

On the Ordering of Orbital Energies in the ROHF … 27



In this section we present only those formulas of the method [15, 17] which will be
used in the treatment below, and refer the reader to the original work for details.

The essence of the approach [15] is that a system X under study is treated within
a ROHF method, while ions X±

j, σ are treated within the ORMAS-CI (Occupation
Restricted Multiple Active Space-CI) method [27]. The starting orbitals in the CI
treatment are ROHF orbitals fϕig which are optimal for X and are derived by any
ROHF method. The approach [15, 17] compares the CI energy of ion X±

j, σ derived
with the ORMAS-CI method, ECI ðX±

j, σÞ, and the energy Efrozen ðX±
j, σÞ evaluated

using the “frozen” ROHF orbitals fϕig.
It has been shown [15] that the minimal (stationary) value of Efrozen ðX±

j, σÞ, as the
latter is defined by the condition (30), is equal to the energy ECI ðX±

j, σÞ,

Efrozen ðX±
j, σÞmin =ECIðX±

j, σÞ ð38Þ

Based on this result, it has been proved that the canonical ROHF orbital energies
εσj ðXÞ for a system X under study obeying the KT relationships (31) and (32), and
the energies ECI ðX±

j, σÞ are connected by the fundamental relationship [15, 17]

εσj ðXÞ =±f−ECI ðX±
j, σÞ+EROHF ðXÞg ð39Þ

where the two upper or the two lower signs must be taken together.
In the present work, the relationship (39) will be used for independent verifi-

cation of the results derived with the canonical ROHF method in those cases where
the orbital energies obeying KT (31)–(32) violate the Aufbau principle (5).

3 Violations of the Aufbau Principle

The well-known deficiency of the ROHF method [3–11] is that the orbital energies
are defined ambiguously [3]. This ambiguity can lead and, in some cases, does lead
to violations of the AP (5) [17]. Moreover, an ambiguity of the ROHF orbital
energies is sometimes treated as a single source of AP violations (see, for example,
Ref. [13]). In this section we discuss violations of the AP which arise in ROHF
calculations of two open-shell systems, endofullerene N@C60 ðIhÞ and atom Mn.
The AP violations in these two systems have been revealed many years ago (see
below), however, as pointed out in Refs. [15, 28], these violations cannot be treated
as well-substantiated, since the ROHF orbital energies derived for these systems
generally do not obey KT. In this work we perform a detailed study of the discussed
AP violations using two different ROHF approaches presented in Sects. 2.3 and 2.4.
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3.1 Atom N and Endofullerene N@C60 ðIhÞ

The geometry and electronic structure of endofullerene N@C60 ðIhÞ has been
studied by different experimental and theoretical methods (for review and bibli-
ography, see Ref. [29]). By now, the main features of the electronic structure of
N@C60 are well established. The ground state of this molecule is 4Au arising from
the electronic configuration ½. . . 6h10u 7t31u�. The three-fold degenerate open-shell
orbitals 7t 1u are practically pure atomic 2pN orbitals, and so the encapsulated
nitrogen keeps its atomic electronic configuration [. . . 2p3]. The highest in energy
closed-shell orbitals 6hu of N@C60 are essentially the orbitals of the cage C60 ðIhÞ.

Together with this, the quantum chemical data for N@C60 derived in previous
years with different quantum chemical methods were essentially different (for
discussion and bibliography, see Refs. [28–30]). Of particular interest is the ROHF
results [30] derived using the quantum chemical program Turbomole [31]. From
computations [30] it follows that the orbital energy ε ð7t1uÞ and a number of
closed-shell orbital energies εk including ε ð6huÞ for N@C60 obey the relationship
ε ð6huÞ> εk , and thus, violate the AP (5). It was assumed in Ref. [30] that the
ROHF orbital energies derived with program Turbomole [31] obey KT, and hence,
the discussed AP violation is well-substantiated. However, these two related
assumptions [30] deserve discussion.

To clarify the AP violation in N@C60 following from computations [30], this
work presents the orbital energies ε ð7t1uÞ and ε ð6huÞ for N@C60 derived with
different ROHF methods. (The other orbital energies for N@C60 are not presented
explicitly since those values are of little interest in a treatment below). To gain a
better understanding of the source of the discussed AP violation [30], we also
present the ROHF orbital energies for the free nitrogen atom N. All computations
were performed with the GAMESS program using the coefficients AðssÞ and BðssÞ
from Table 1 and similar coefficients Aσ

ðssÞ and Bσ
ðssÞ from Table 2. In the iterative

SCF procedure for N@C60 these coefficients were scaled as described in Supple-
mentary materials. Computations of N@C60 (and, for comparison, of C60) were
performed using the geometry of the cage C60 taken from Ref. [30]:
RCC =1.4507 A (C–C bond in regular pentagons) and RCC =1.3906 A (a shorter
C–C bond in hexagons). Icosahedral symmetry was retained in all calculations.

The results of calculations for atom N and endofullerene N@C60 are presented in
Table 3. To compare the full orbital energy spectra for N@C60 derived with dif-
ferent ROHF methods, Fig. 1 presents a schematic representation of these spectra
and compares them with the respective data for two constituents of N@C60 ðIhÞ,
i.e., for fullerene C60 ðIhÞ and atom N.

An inspection of the data presented in Table 3 allows one to make a number of
conclusions. First, we note that the open-shell orbital energies ε ð2pÞ for atom N and
the orbital energies ε ð7t1uÞ for N@C60 derived with different ROHF methods vary
over wide limits. Both these variations and a similar one for the closed-shell orbital
energy ε ð2sÞ in atom N are caused by ambiguity of the orbital energies in the
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ROHF method [3]. Second, we point out that the open-shell orbital energies ε ð2pÞ
for atom N and ε ð7t1uÞ for N@C60 derived with the same ROHF method are close
to each other. The latter agrees with the well-established result that the open-shell
orbitals 7t 1u in N@C60 are practically pure atomic 2pN orbitals (for discussion and
bibliography, see Ref. [30]).

The closest agreement between computed orbital energies for atom N and the
respective experimental IPs is achieved in the canonical ROHF method [14]. This
result is expected since the orbital energies [14] obey Koopmans’ theorem. Of
particular interest is that the orbital energy ε ð2pÞ= − 15.392 eV for atom N derived
with the methods [10, 23] is equal to the respective energy derived with the
canonical ROHF method [14]. This equality follows from that the diagonal oper-
ators R̂ðooÞ in methods [10, 23] (and also in methods [7, 8]) are equal to the diagonal

operator R ̂ αðooÞ in the canonical ROHF method [14] (for details, see Tables 1 and 2),
and hence, the eigenvalues ε ð2pÞ derived with the methods [7, 8, 10, 23] are equal
to each other and are equal to the orbital energy ε ð2pÞ in the method [14]. It follows
from here that the open-shell orbital energies εm for HSHFOS systems, such as
N@C60 or atom Mn, derived by the methods [7, 8, 10, 23] satisfy the KT rela-
tionship εm = − Iαm (31), although a fulfillment of KT was not presupposed in the
derivations [7, 8, 10, 23].

As compared to this, the closed-shell orbital energy ε ð2sÞ for atom N derived by
the methods [4–10, 23] is not equal to the respective canonical ROHF orbital
energy [14], and hence, the closed-shell orbital energies in the methods [4–10, 23]
do not obey KT. This conclusion clarifies the assumption [30] that the ROHF
orbital energies for N@C60 derived with program Turbomole [31] obey KT.

En
er
gy

C60

uh6

N@C60 (a) 

ut17

uh6

ut17

N@C60 (b) N

p2

Fig. 1 Schematic representation of the spectra of ROHF orbital energies for fullerene C60ðIhÞ,
atom N, and endofullerene N@C60ðIhÞ. The orbital energies for N@C60 presented in the panel
(a) were derived using the ROHF method [6]. The orbital energies for N@C60 presented in the
panel (b) and the orbital energies for atom N were derived using the canonical ROHF method [14].
(For details, see Table 3 and the respective text)
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The ROHF method used in computations [30] is the method [10] developed by
Faegri and Manne and implemented in program Turbomole. The latter means that
the assumption [30] is correct only partially.

From Table 3 it follows, that the canonical ROHF orbital energies ε ð6huÞ and
ε ð7t1uÞ in N@C60 obey the relationship ε ð6huÞ> ε ð7t1uÞ and hence, violate the AP
(5). This result based on Koopmans’ theorem confirms the prediction [30].
Unfortunately, this result cannot be verified by direct comparison of these orbital
energies with the respective experimental IPs. To our best knowledge, the observed
IPs I ð7t1uÞ and I ð6huÞ for N@C60 are unavailable in the literature. However, taking
into account that the canonical ROHF method [14] obeying KT gives good esti-
mates for both open-shell and highest closed-shell orbital energies in atom N, we
believe that the AP violation in N@C60, following from the canonical ROHF
calculations, can be considered as well-substantiated.

To complete this treatment, we should comment the form of the orbital energy
spectrum for N@C60 presented in the panel (b) of Fig. 1. This spectrum shows that
the open-shell energy level ε ð7t1uÞ lies below a number of closed-shell energy
levels. If all the canonical ROHF orbital energies in N@C60 are ordered by their
values (ðε1 < ε2 < ε3Þ . . ., i.e., are presented in the form shown in the panel (b) of
Fig. 1, the highest occupied five-fold degenerate orbitals 6hu and open-shell orbitals
7t1u take the numbers k=181, 182, . . . , 185, and m=143, 144, 145, respectively.
It follows from here that the canonical open-shell ROHF orbitals 7t1u in N@C60 lie
on the energy scale below the forty closed-shell orbitals.

3.2 Atom Mn

Violations of the Aufbau principle (5) in ROHF computations of 3d transition-metal
atoms have been revealed several decades ago [34, 35]. As follows from the
numerical HF computation [35] of atom Mn in its ground state ð6S, . . . 4s2 3d5Þ,
performed using Roothaan and Bagus’ atomic ROHF method [23], the highest
closed-shell orbital energy ε4s and open-shell orbital energy ε3d are equal to
−0.2479 and −0.6388 (a.u.), respectively. These orbital energies satisfy the rela-
tionship ε4s > ε3d, and hence, violate the AP (5). The same violation follows from
the data [34]. It should be noted, however, that this AP violation cannot be treated
as well-substantiated. As follows from Tables 1 and 2, only the open-shell orbital
energy ε3d for atom Mn derived with the method [23] obeys KT.

This work presents a detailed treatment of the discussed AP violation in atom
Mn. Table 4 presents orbital energies for atom Mn derived with different ROHF
methods including the canonical ROHF method. These data are compared with both
experimental IPs and orbital energies derived by the fundamental relationship (39).

Before discussing the data of Table 4 we note that the AO basis set for atom Mn
[36, 37] used in this work gives the ROHF energy close to the HF limit [35], and so,
all the orbital energies in Table 4 can be immediately compared with each other.
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The details of a computational procedure used in computations of atom Mn are
analogous to those used in computations of N@C60.

From Table 4 it follows that the canonical ROHF method [14, 16] generates two
different sets of orbitals and orbital energies, and so, there is some similarity
between one-electron characteristics derived with the canonical ROHF [14, 16] and
UHF [20] methods (see also below). The orbital energies ε3d and ε4s of Ref. [35]
violating the Aufbau principle (5) split in the canonical ROHF method into two
respective pairs of orbital energies, ðεα3d and εβ3dÞ and ðεα4s and εβ4sÞ where
εβ3d > εβ4s > εα4s > εα3d. At first we consider three latter orbital energies which can be
compared with the respective IPs presented in Table 4. It is easy to see that
although the agreement between IPs estimated via KT and observed IPs in these
three cases is just qualitative, the order of orbital energies εβ4s > εα4s > εα3d derived
with the canonical ROHF method [14, 16] corresponds to that following from the
experimental data.

Taking this into account we conclude that a fulfillment of the relationship
εα4s > εα3d, which is the counterpart of the relationship ε4s > ε3d [34, 35], is
well-substantiated, and a violation of the AP (5) in atom Mn represented by these
relationships reflects the physical reality.

Table 4 also reveals the second violation of the Aufbau principle in the spectrum
of the canonical ROHF orbital energies [14, 16]. The open-shell orbital energy εβ3d
and the respective virtual ones, εβ5s and εβ4p, obey the relationship εβm > εβv , and thus,
violate the AP (5). This second violation deserves discussion. The orbital energies
εβ3d, ε

β
5s and εβ4p are related via KT (31)–(32) to the vertical electron affinities (EAs).

To our best knowledge, the respective experimental EAs for atom Mn are
unavailable in the literature. On the other hand, the KT estimates of EAs derived
within the Hartree-Fock approach usually do not agree with experimental EAs even
qualitatively, and this presents a fundamental drawback, which is inherent to all
Hartree-Fock methods based on a one configuration approximation (see, for
example, Ref. [16]). In this situation, we should proe that the second AP violation
in atom Mn taking the form εβm > εβv is not the result of a deficiency of the canonical
ROHF method [14, 16].

For this purpose, Table 4 presents the ROHF orbital energies derived using the
fundamental relationship (39) [15, 17]. The orbital energies (39) are, by definition,
independent of the ROHF method used, in the sense that the energy EROHF ðXÞ
entering the definition (39) is the same in all ROHF methods, while the CI energies
of ions X±

j, σ can be derived using the ROHF orbitals fϕig= fϕkg⊕fϕmg⊕fϕvg,
which are derived for a system X under study by any ROHF method.

A comparison between the orbital energies (39) and all other sets of orbital
energies for atom Mn presented in Table 4 shows that the orbital energies (39) are
equal in all cases to the canonical ROHF orbital energies. It allows one to conclude
that the violation of the AP (5) for atom Mn, represented by the relationship εβm > εβv ,
is not caused by any deficiency of the canonical ROHF method [14–17] and thus is
well-substantiated.

34 B.N. Plakhutin et al.



3.3 Discussion

The above treatment of different AP violations allows one to consider in more detail
the sources of these violations. At first, we recall that in the previous (non-canonical)
ROHF methods [3–11], the orbital energies are defined ambiguously [3]. Due to this
ambiguity, the orbital energies can violate the Aufbau principle (5). Moreover, AP
violations predicted by different ROHF methods for the same system can be essen-
tially different, i.e., either εk > εm < εv or εk < εm > εv (for more details, see Ref.
[17]). It is obvious that such violations do not reflect any reality and, in accordance
with Glaesemann and Schmidt [13], must be view skeptically.

In the canonical ROHF method [14–17], the orbital energies obey the physically
meaningful KT relationships (31)–(32). These orbital energies are obtained either as
the eigenvalues of the canonical ROHF Hamiltonians (35)–(36) [14, 16] or by
Eq. (39), which is the essence of the alternative (CI-based) formulation of Koop-
mans’ theorem [15, 17]. The violations of the Aufbau principle (5) following from
the canonical ROHF computations are well-substantiated.

To clarify the source of the latter violations, we compare the canonical ROHF
orbital energies εσi ðσ = α, βÞ for atom Mn presented in Table 4 with the respective
UHF orbital energies derived in Ref. [15] (we denote the UHF orbital energies ωσ

i ).
For brevity, we here consider only the orbital energies with σ = α, since a treatment
of the case σ = β is quite similar. A comparison between εαi of Table 4 and ωα

i of
Ref. [15] derived using the same AO basis set [36, 37] shows that the respective
orbital energies are approximately equal to each other in all cases, i.e., εαi ≈ωα

i .
The full set of the ROHF orbital energies, fεαi g, is divided into three different

subsets, fεαi g= fεαkg⊕fεαmg⊕fεαvg, while the UHF orbital energies fωα
i g are divided

into two subsets, fωα
i g= fωα

j g⊕fωα
v g, where, in this case, the index j refers to the

occupied UHF orbitals. For the particular case of atom Mn, these two different
divisions result in that the ROHF open-shell orbital energy εα3d forms a separate subset
fεαmg, while the UHF open-shell orbital energy ωα

3d belongs to the subset fωα
j g.

Since in the UHF method all the orbital energies are ordered by their values, the
orbital energies ωα

3d and ωα
4s belonging to the same subset obey the Aufbau prin-

ciple, i.e., ωα
3d <ωα

4s. In the ROHF method, the respective orbital energies εα3d and
εα4s belong to different subsets. Since the ordering of orbital energies in the ROHF
method is performed separately in each subset [see Eq. (4)], the orbital energies εα3d
and εα4s violate the AP (5), (see also Table 4). A similar explanation can be done for
other AP violations displayed in Tables 3 and 4.

Based on these considerations, we conclude that the single source of violations
of the AP (5) in the canonical ROHF method [14–17] is the specific separation of
the occupied ROHF orbitals into the closed-shell and open-shell orbital subspaces,
characterized by different orbital occupancies (4). This separation follows from the
classic Roothaan’s equations [3], in line with which the variational conditions
imposed upon the open-shell and closed-shell orbitals are different.
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It should be noted here that violations of the Aufbau principle appearing in the
canonical ROHF method [14–17] lead to well-known difficulties in a computational
procedure (see also Supplementary materials to this paper), and thus, can be con-
sidered as a deficiency of the method [14–17] itself. In this respect, the UHF
method [20], which is free of AP violations, seems more preferable than the method
[14–17]. However, this small preference of the UHF method becomes negligible if
we compare the methods [14–17, 21] in more detail.

The canonical ROHF solutions (orbitals, orbital energies, and total wave func-
tion) obey the full set of the variational and symmetrical conditions, which are
imposed upon a Hartree-Fock (HF, ROHF, UHF) solution by two fundamental
theorems, KT [2] and Brillouin’s theorem [38] (for discussion, see Ref. [17]). In
contrast to this, a fulfillment of the theorems [2, 38] in the UHF method [20] is
purely formal [15, 17], since UHF wave functions for both a system X under study
and its ionized X±

j, σ and excited Xj → v states generally suffer from spin contami-
nation. The latter means that UHF wave functions do not correspond to
well-defined quantum states, as is required by both Koopmans’ and Brillouin’s
theorems.

It is worth noting that two discussed methods become completely equivalent
from the physical viewpoint if the UHF method is presented in its special
(canonical) form developed in Ref. [17], in which all the deficiencies of the original
UHF method [20] were eliminated.
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Spin Effects in sp2 Nanocarbons
in the Light of Unrestricted Hartree-Fock
Approach and Spin-Orbit Coupling
Theory

Elena F. Sheka

Abstract The paper presents the first reference to the post factum similarity of
nonrelativistic unrestricted Hartree-Fock formalism and Dirac-Fock spin-orbit
theory when applying for the consideration of spin effects characteristic for sp2

nanocarbon open-shell molecules (fullerenes, carbon nanotubes, and graphene).
The origin of the similarity as well as interchangeability of the approaches when
determining either UHF or SOC peculiarities and parameters are discussed.

1 Introduction

The nineteenth century was marked by the discovery of a highly peculiar molecule
named by M. Faraday in 1825 as benzene which has become one of the pillars of
the modern organic chemistry. The twentieth century was enriched in 1926 by the
Hϋckel explanation of the benzene molecule peculiarity which has formed the
grounds of the π-electron theory of aromaticity that was the ground of the modern
quantum chemistry in general. The twenty first century has faced a conflict between
compositions of condensed benzenoid units and the aromaticity theory. This con-
flict makes to abandon the benzene-aromaticity view on the compounds formed by
the condensed benzenoid rings and stimulates finding conceptually new approaches
for their description. The current paper is an attempt to answer this demand. The
author suggests peculiar spin effects to be laid in the foundation of the conflict
resolution. The concept has arisen on the basis of a set of extended quantum
chemical computational experiments performed by the author as well as by other
scholars, results of which have found a convincing empirical support. In the way of
the concept formation, one had to answer the question how nonrelativistic
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formalism of tools used in the course of the above computational experiments is
able to exhibit pure relativistic issues. The solution of this and other problems met
in the way is described in the current paper.

2 About Open-Shell Molecules in General

The term ‘open-shell molecule’ covers a large set of species differing quite con-
siderably. It was firstly attributed to radicals while generalizing the Roothaan
iterative method of determining LCAO molecular orbitals when the number of α
electrons with spin up is not equal to the number of β electrons with spin down
(Nα ≠ Nβ) [1] thus making the unrestricted Hartree-Fock (UHF) approach one of
powerful tools of quantum chemistry. For a long time the term was associated with
radicals or molecules with odd number of electrons. Fifty years after the first
introduction, the term was applied to open-shell singlet diradicals based on oly-
gocenes (Nα = Nβ) [2]. At the same time the application of the UHF formalism to
singlet-ground-state fullerenes revealed their polyradical character [3–5] thus
attributing the latter to the family of singlet open-shell molecules. These molecules
form a particular class, inside of which sp2 nanocarbons, such as polycyclic aro-
matic hydrocarbons [2, 6–17] (referred to as either linear acenes or polyacenes and
olygoacenes), fullerenes [3–5, 18–25], carbon nanotubes [26–29], graphenes [30–
42], graphdyines [43], and so forth occupy a special place. It was the first case in
molecular physics when the species were distinguished not at experimental but
computational level by using spin-unrestricted formalism, mostly UHF one.

Conceptually, UHF approach releases the constraint that electrons of opposing
spins occupy the same spatial orbital, due to which different spatial orbitals are used
for α and β spin. Besides, the UHF solution depends on whether the UHF wf is an

eigenfunction of the total spin-squared operator S
2̂
or not. Thus, applying UHF

approach to closed-shell molecules one gets solutions that are identical to those of
either restricted open Hartree-Fock (ROHF) (Nα ≠ Nβ) or RHF (Nα = Nβ) (see a
number of numerous examples in [44]). The solutions are spin pure and the UHF wf

satisfies the total spin-squared operator S
2̂
as well. In contrast, the UHF solutions

for the open-shell molecules drastically differ from both ROHF and RHF ones. The
difference consists in lowering energy and a remarkable spin contamination that is a

result of the UHF wf not to be more the eigenfunction of the operator S
2̂
.

The two classes of UHF solutions do not follow from the inner logic of the UHF
formalism but are dependent on molecular object under consideration [45]. Not
paying attention to the latter, the spin contamination of the UHF solutions, which
casts doubts on the purity of spin multiplicity of the molecule ground state, quite
often is attributed to the method disadvantage that leads to erroneous results (see
[46] and references therein) due to which singlet diradicals are classified as prob-
lematic species [47]. At the same time, the UHF spin contamination is usually
considered as pointing to enhanced electron correlation that requires configuration
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interaction (CI) schemes for its description. Argued, that if UHF approach as the
first stage of the CI ones is improved towards a complete CI theory, one would
expect removing the spin contamination.

However, two extended computational experiments performed with interval of
15 years fully discard this expectation. The first was carried out back in 2000 on 80
molecules studying the HF solution instability [48]. The molecule set covered a
large variety of species including valence saturated and unsaturated compounds,
fully carbonaceous and containing heteroatoms. The instability feature was studied
in relation with the electronic correlation, the vicinity of the triplet and singlet
excited states, the electronic delocalization linked with resonance, the nature of
eventual heteroatoms, and the size of the systems. It was shown, that for most
conjugated systems, the RHF wf of the singlet fundamental state presents so-called
triplet instability [49] that differs by value. The largest effect was observed for
aromatic hydrocarbons.

The second experiment has been performed just recently for 14 polyaromatic
hydrocarbons by using a number of different CI approaches such as UHF, UMP2,
QCISD(T), and UDFT [16]. Results, concerning spin contamination ðΔS2Þ of the
molecules, are well consistent for the first three techniques while the latter in the
case of UDFT was practically null. Actually, the data are dependent on the
approach in use. However, the difference within either HF- or DFT-based CI
approaches occurred to be not as big as that between the HF and DFT approaches of
the same level. The first consequence is due to the fact that triplet states are mainly
responsible for the HF instability, thus allowing a considerable wf truncation. Since
the UHF formalism is fully adapted to the consideration of the triplet instability [50]
the UHF results deviate from the higher approaches of the CI theory no more than
20%. Once wf-based, HF consideration is preferential since the DFT one is much
less adapted to the consideration of delicate peculiarities connected with the cor-
relation of electron of different spins (see fundamental Kaplan’s comments [51] and
the latest comprehensive review [52]). In support of the said above, Fig. 1 portrays
the data related to the total number of effectively unpaired electrons ND which can
be considered as a qualitative measure of the spin contamination and which for the
singlet state is [53]

ND = 2ΔS2̂. ð1Þ

Here, ΔS2̂ is the deviation of squared spin from the exact value. Presented data
are related to a number of olygoacenes and were obtained by using both UHF
semi-empirical codes [54] and density matrix renormalization group (DMRG)
algorithms [6].

According to the UHF AM1 algorithm implemented in the CLUSTER-Z1 codes,
used in the current study,
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ND =2
Nα +Nβ

2
− ∑NORBS

i, j=1 Pα
ij*P

β
ij

� �
. ð2Þ

Here Pα
ij and Pβ

ij are the matrix elements of the relevant electron density matrices.
The summation in Eq. 2 runs over all spinorbitals.

In conformity with the DMRG algorithm [6], ND is determined as

ND = ∑i nið2− niÞ. ð3Þ

Here, ni is the occupation number of the ith natural orbital that ranges from 0 to 2.
The derivation of both Eqs. 2 and 3 corresponds to the same basic concept on
effectively unpaired electrons suggested in [53, 55]. As seen in Fig. 1, thus obtained
ND values well coincide in both cases evidencing that the UHF capacity is quite high
to be used as the computationally affordable approach. Similar picture is obtained in
all the cases where UHF data can be compared with those obtained in the framework
of higher-level CI approaches. Oppositely, in all known cases UDFT leads to
underestimated data that are in conflict with empirical ones.

Fig. 1 Total number of effectively unpaired electrons in polyacenes calculated by using DMRG
(STO-3G) [6] and UHF (current paper) formalism. No scaling of the data
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3 Reality of sp2 OSMs UHF Peculiarities

There are a lot of experimental evidences that the UHF-originated peculiarities of
open-shell molecules are real. Thus, addressing Fig. 1, it is necessary to remain the
hampered availability of longer acenes, with pentacene being the latest
well-characterized. In recent years substantial progress has resulted in the synthesis
of n-acenes up to n = 9 by matrix isolation techniques [10, 39]. Nevertheless, these
higher acenes are very reactive; for example, heptacene was found to be stable only
for 4 h in a poly(methyl methacrylate) matrix. To overcome the stability problems,
larger acenes were functionalized by adding protecting groups which inhibit the
native high reactivity of the acenes.

In addition to the indirect ND manifestation discussed above, the last decade has
provided convincing direct evidences of the ND existence. Figure 2b presents AFM
atom-resolved images of two sp2 molecules recorded in Zϋrich Research Labora-
tory of IBM Research [56, 57]. The first image portrays pentacene while the second
is related to the smallest possible five-ring olygoacene named olympicene in
commemorating London’s Olympic Games 2012. The two images are accompanied
with the calculated distributions of effectively unpaired electrons over the molecules
atoms [37] (so called NDA maps where ND = ∑A NDA [21]) presented in Fig. 2a.
According to the experimental set up, the brightness of pentacene AFM image is the
highest on the atoms of two edge pairs corresponding to the least force of the
attraction of the oxygen tip atom. In contrast, brightness on the calculated molecule
portraits is the highest at the central atoms that are the most active and are char-
acterized by the largest attractive force due to which experimental images and
calculated maps should be strongly brightness-inverse, which is really seen in
Fig. 2.

Fig. 2 a The NDA distribution (UHF calculation) over pentacene (left) and olympicene (right)
molecules atoms [37]. b AFM imaging of sp2-open-shell molecules [56, 57] (by kind permission
of L. Gross)

Spin Effects in sp2 Nanocarbons in the Light of Unrestricted … 43



The other quite numerous observations of effectively unpaired electrons are
related to graphene. First of all it is necessary to mention graphene bubbles. Raised
above the substrate and mechanically deformed areas of graphene in the form of
bubbles are found on different substrates [58, 59]. Typically, the bubbles are seen as
bright spots on dark background formed by not wrinkled graphene film. Evidently,
the spots exhibit places on graphene film with the largest electron density. The
density excess is caused by the film local deformation (curving) which is usually
accompanied with increasing the number of effectively unpaired electrons [60, 61].
Since NDA strongly depends on C−C distance formed by the atom [43] the
strain-induced stretching of curved graphene bonds evidently causes the value
enlarging that is revealed as enhanced brightness of the AFM images. The concept
on strain-induced pseudomagnetic field suggested by the authors [58] and further
considered in [62] follows just another way to present the bond stretching via the
description of their elastic strain in terms of the effective electromagnetic field
suggested in [63].

Because ND is the measure of not only spin contamination but the extent of the
relevant molecules radicalization [18–21], locality of chemical reactions can indi-
cate particular places with enhanced NDA values. Thus, a peculiar picture of dec-
oration of graphene reactivity centers with Pd clusters [64] demonstrates possibility
to obtain the spatial information about chemical reactivity across the Pd/C system.
A particular role of wrinkle as a nanosize gas-inlet for reactions under graphene is
shown in [65]. The bright-spot corrugated graphene has been recently observed
when covered over gold nanoparticles situated at a substrate [66].

Therefore, computational findings and physicochemical reality do not contradict
and sp2 nanocarbon open-shell molecules (sp2-OSMs below) do reveal particular
properties. Summarizing, the latter can be formulated as following:

1. Singlet ground state of sp2-OSMs is really spin-contaminated, which means that
its singlet spin multiplicity is not exact;

2. Spin contamination is accompanied by the appearance of effectively unpaired
electrons that are the measure of the spin-contamination extent;

3. Spin contamination is remarkably strain dependent indicating the crucial role of
C−C spacings.

Common for all the sp2-OSMs and not dependent on chemical content, shape,
and size of the latter, the properties evidently have a common nature that has two
faces, namely, empirical, connected with peculiar structures of the molecules, and
theoretical, implemented in the UHF formalism.

4 What Is the Origin of the sp2 OSMs UHF Peculiarities?

As shown by the author studies of recent years [28, 29, 31, 32, 35, 37, 40, 43], the
variety of C−C bonds length is the cradle of the sp2-OSMs peculiarities. When the
bond lengths exceed a critical value Rorit = 1.395 Å, RHF-character of the UHF
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solution is transferred to the spin-contaminated UHF one. Lengths of a considerable
part of C−C bonds of sp2-OSMs, such as polyacenes, fullerenes, CNTs, and gra-
phene, are above the critical value. This characteristic property of the UHF solu-
tions, concerning the RHF/UHF transformation depending on the length of the
covalent bond under consideration, is well known [45]. The results of computa-
tional experiments [16, 48] over large sets of open-shell molecules, analyzed from
this viewpoint, perfectly support this conclusion as well.

Apparently, bond-length concept, so well exhibited by the UHF formalism,
could be considered as empirical explanation of the sp2-OSMs UHF peculiarities.
However, the concept does not explain the origin of the main feature of the solu-
tions—their spin contamination pointing to the mixture of pure spin states. Evi-
dently, the reason should be sought among fundamentals that so far have been
ignored at the level of the reference quantum molecular theory. The latter should be
attributed to the quantum chemical description based on a nonrelativistic Hamil-
tonian which forms the ground of numerous restricted single-determinant
(RSD) computational tools.

It is convenient to represent expected progress in improving calculations from
the RSD approach as a gradual inclusion of a series of correction terms into the
initial RSD energy ERSD

Ebest estimate = ERSD + ΔEcorr + ΔEScR + ΔESO + ΔEBOC + ΔEZPE + ⋯ ð4Þ

The main corrections include correlation energy ΔEcorr, scalar-relativistic ΔEScR

and vectorial-relativistic spin-orbit ΔESO contributions, non-Born-Oppenheimer
ΔEBOC correction, zero-point vibrational effect ΔEZPE , and other much less sig-
nificant corrections intimately connected with nuclear motion. Taking into account
each of these terms may considerably change the RSD results, which is confirmed
by a profound development of computational ability of quantum chemistry over the
last century.

As for spin mixing, two contributions may give birth of this event. The first is
connected with the general idea “different orbital for different spins” that, according
to Slater, Lowdin, and Pratt (see review [67] and references therein), can correct the
correlation errors ΔEcorr removing at least part of the defects coming from corre-
lation by letting electrons with different spins occupy different orbitals in space so
that they get a chance to avoid each other in accordance with the influence of the
Coulomb repulsion. UHF formalism arose just on the way to the implementation of
this idea into a computational scheme. Vectorial spin-orbit coupling (SOC) ΔESO is
the second reason. Therefore, spin contamination of the electronic solution is
characteristic for two different computational tasks, namely, based on non-relativistic
Hamiltonian

HUHC +HRSD +ΔEUHF
corr . ð5aÞ
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and relativistic Hamiltonian

Hrel +HRSD +ΔESO. ð5bÞ

Both Hamiltonians, schematically presented above, take into account the corre-
lation of electrons with different spins located in different space. Consequently, a
natural question arises: Are the solutions of the two tasks identical (at least, similar)
when the electron correlation is significant? As will be shown below, in the case of
sp2 OSMs the answer is positive. For the first time, the question was raised by
Deharend and Dive [48] where an analogous view on the spin mixing of ground
states of OSMs was expressed. However, the authors limited themselves by the idea
only which did not obtain a further development. The second addressing to the issue
has appeared just recently [68]. The authors considered the spin-contamination
problem in the course of a comparative study exploiting both UHF and
Kramers-pairs-symmetry breaking general complex Hartree-Fock (GCHF) approach
of the relativistic molecular theory and for the first time showed a full analogy of the
data obtained by the two formalisms. This fundamental study tightly connects
nonrelativistic UHF formalism with relativistic molecular theory.

The SOC issue classification presents a standard view on the SOC effects for
molecules and corresponds to the spin effects consideration in the framework of the
competense of Eq. 5b ignoring electron correlation. The latter, once significant,
may cause similar empirical features.

5 Empirical Evidences of the Similarity of the SOC
and UHF Peculiarities of the sp2 OSMs

5.1 General Characteristics of Spin-Orbit Coupling
in Molecules

The SOC in molecules consisting of light elements has been known quite long ago
(for early works see [69] and references therein) as well as a leitmotif of numerous
theoretical investigations. Comprehensive reviews [70–74] and the second edition
of the well known textbook [75] are a must-have for everyone entering the field.
With respect to experimental evidence, SOC in molecules shows itself via the
following issues:

1. Splitting of the molecule ground state by removing spatial and/or spin
degeneracy;

2. Lifting the ban of spin-forbidden transitions, both radiative and non-radiative;
3. Enhancing the molecule chemical activity caused by their radicalization;
4. Exhibiting a particular molecular ‘para- and ferro-diamagnetism’ (in terms of

[76]).
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The first issue is connected with the fact that SO couples the total orbital
momentum of molecule L with its total spin S thus depriving them both of the
quality of good quantum numbers. Such a role is transferred to the total momentum
J with components (L + S); (L + S)-1;…|L − S|. Consequently, the ground state is
split into the relevant J components. Evidently, this causes lowering the ground
state energy as a whole with respect to the RSD degenerate case.

The governing role of the total momentum J is manifested in the fact that the
same J component can correspond to different combinations of L and S thus pro-
viding a mixture of spin states at fixed energy. Such a mixture causes the
appearance of issues 2−4, although in different way in each of them. It is necessary
to say that in all the studied cases the mixture concerned singlet-triplet one. Thus,
issue 2 is usually considered as a result of the mixture of the lowest triplet state
either with singlet ground states (optical transitions responsible for the molecule
phosphorescence) or with the singlet excited state to provide the radiationless
relaxation of the latter, which is consistent with a particular role of triplet states in
variable photophysics and photochemistry of molecules. Issue 3 is related to the
mixture of singlet ground state with the lowest triplet one, which leads to its spin
contamination. Peculiar distribution of spin density, caused by the above mixture,
results in a variable response of molecules to the application of magnetic field,
which lays the foundation of issue 4.

5.2 UHF Peculiarities of sp2 OSMs and a Comparative
View

The phenomenology of the UHF peculiarities of sp2-OSMs comes to the following
four issues:

1. Misalignment of the energy of RHF (ER) and UHF (EU) solutions ΔERU ≥ 0,
where ΔERU =ER −EU ;

2. Spin contamination expressed via misalignment of squared spin ΔS ̂2 ≥ 0; here

ΔS2̂ = S
2̂
U − SðS+1Þ, S2̂U is the UHF squared spin while S(S + 1) presents the

exact RHF value of S
2̂
;

3. Effectively unpaired electrons of ND ≠ 0 total number (see Eqs. 1 and 2);
4. Molecular magnetism of the sp2 OSMs.

Similarly to issue 1 of empirical SOC phenomenology outlined in Sect. 5.1, the
first issue is a consequence of splitting of the degenerate RHF states. Presented in
Fig. 3 are selected sets of energies of HOMO and LUMO orbitals (25 in total)
related to fullerene C60, rectangle graphene molecule (5, 5) NGr with five ben-
zenoid units along the armchair and zigzag edges, respectively, and a fragment of a
bare (4, 4) single-wall CNT. The data are obtained by using RHF and UHF versions
of the CLUSTER-Z1 codes [54].
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Fig. 3 Energies of 25 spinorbital in the vicinity of HOMO-LUMO gap of fullerene C60 a (5, 5)
NGr molecule b and (4, 4) single-walled CNT with bare edges c (UHF, current paper)
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High degeneracy of the RHF solution of C60 (Fig. 3a) is caused by both high
spatial (Ih) and spin symmetry. As seen in the figure, the orbitals are clearly split,
which causes lowering the molecule spatial symmetry to Ci while conserving the
identity of spinorbitals related to α and β spins. The splitting value is different for
different orbitals changing from zero to 30 meV.

Data presented in Fig. 3b are related to the (5, 5) NGr molecule. The space
symmetry of the molecule (D2h) remains unchanged when going from RHF to UHF
formalism. Degeneracy of the RHF orbitals and splitting of the UHF ones exhibits
breaking spin symmetry that causes a remarkable distinguishing of orbitals related
to α and β spins. As in the case of C60, the splitting is different for different orbital
ranging from zero to 1.15 eV.

Fully analogous picture is observed for the (4, 4) SWCNT fragment shown in
Fig. 3c. Lowering the molecule space symmetry from C4h to C2h is followed with a
considerable decreasing of the HOMO orbitals energies and splitting from zero to
340 meV. Taking as a whole, the data presented in Fig. 3 shows that UHF con-
sideration of the behavior of sp2-OSMs spinorbitals gives a common picture
reflecting the decreasing (increasing) HOMO (LUMO) orbitals energies and
degenerate orbitals splitting.

Coming to the second issue, we are facing the problem that for
‘singlet-ground-state’ fullerene C60, (5, 5) NGr and (4, 4) SWNT the total square

spin misalignment ΔS2̂ is quite considerable and depends on the number of atoms in
total and edge atoms with dangling bonds in the two last cases, additionally.

Correctly eliminated from edge atoms, ΔS ̂2 can be characterized by an average
value attributed to one C−C bond. Such per the bond atom value constitutes ∼0.08e
for all the cases instead of zero for, say, benzene molecule of D6h symmetry which
is a closed-shell molecule. In full consistence with the finding, the phosphorescence
of undistorted free benzene molecule has not been observed until now while it is
easily fixed for C60 under different conditions (see review [77]) and nanosize
graphene quantum dots [78]. Benzene is the most neutral solvent that resists to any
photophysical event while fullerene C60 [22, 79], carbon nanotubes [80] and
nanographenes [81, 82] are highly active for photodynamic therapy and so forth.

Issue 3 has a direct connection to that one of molecular SOC phenomenology.
However, oppositely to SOC terminology, where the enhancement of chemical
activity is described quantitatively, the UHF formalism offers a well determined
quantitative description of the issue in terms of the total number of effectively
unpaired electrons, ND. The latter successfully plays the role of molecular chemical
susceptibility [20–22] while its fraction NDA on atoms carries the responsibility for
the atom chemical activity, atomic chemical susceptibility, distribution of which
over the molecule atoms is identical to that of the atom free valence [83] (see Fig. 4
for fullerene C60).
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5.3 Para- and Ferro-Diamagnetism of sp2 OSMs

Issue 4 is worth a particular discussion. Empirical observation of para- or
ferro-diamagnetism of species with even number of electrons is usually attributed to
SOC effects caused by ‘local spins’ [76]. Contributing to the magnetic effects, UHF
formalism suggests a clear vision and quantitative description of the local spins,
which can be demonstrated on the example of ‘paradiamagnetism’ of fullerene C60

molecules.
The phenomenon was fixed at low temperature in crystalline state [84, 85].

Providing the kind permission of S.V. Demishev, Fig. 5 presents a confined view of
the results obtained. As seen in panel a, the molecules, once exhibiting diamagnetic
behavior up to T = 40 K, change the latter for paramagnetic one, 1/T, below the
temperature. The observed ‘paradiamagnetism’ directly evidences spin mixing.
Shown in panel b demonstrates that paramagnetic magnetization has a standard
dependence on the magnetic field but with the Lande g-factor lying between 1 and
0.3. The strong reduction of the factor from 2 clearly indicates that electrons
responsible for the observed magnetization are bound. The most amazing finding is
shown in panel c, demonstrating the availability of three g-factor values revealed in
the course of magneto-optical study at pulsed magnetic field up to 32 T in the
frequency range ν = 60 − 90 GHz at T = 1:8 K. If two first features, namely,
paradiamagnetism and deviation of the g-factor values from those related to free
electrons, were observed in other cases as well, the third one is quite unique and is
intimately connected with the electron structure of fullerene C60.

Fig. 4 Atomic chemical susceptibility NDA (histograms) and free valence (curves with dots) over
atoms of C60 fullerene (UHF calculations)
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Related to the paramagnetic part, the feature should be attributed to a peculiar
behavior of the molecule pz electrons while the other three valence electrons of each
carbon atom are sp2-configured and involved in the formation of spin-saturated σ
bonds. According to UHF calculations [20, 21], a part of the pz electrons, of the
total number 9.87e, are unpaired and fragmentarily distributed over the molecule
atoms. A color image of the molecule shown in Fig. 6a gives a view of this
distribution that is presented in terms of the relevant spin density on each of the 60
atoms by histogram. The total spin density equals zero and its negative and positive
values are symmetrically (antiferromagnetically) distributed. As seen in the figure,
the distribution clearly reveal well configured compositions of the effectively
unpaired electrons (‘local spins’ [86, 87]) with identical positive and negative
spin-density values within the latter. Going over the distribution from the highest to
the lowest density, one can distinguish two hexagon-packed sets, 12 singles and
three sets of pairs covering 12 atoms each. All these compositions, differently
colored, are clearly seen in the molecule image. Evidently, the compositions will
differently respond to the application of magnetic field thus mimicking the behavior
of an atom with different electron orbitals. This allows for exploring the atomic

Fig. 5 Magnetization of C60 molecule in crystalline state [85]. Temperature (left top) and field
(left bottom) dependence of magnetization for C60-TMTSF-2CS2 molecular complex. 1.
experimental data for M(T) and M(B), 2 and 3. simulations of M(T) and M(B) (see details in
[85]). Inset in left top shows temperature dependence of magnetization in coordinates
(M − Mdia) − 1 = f (T). Right. ESR absorption lines in (ET)2C60 molecular complex at
T = 1:8 K (by kind permission of S.V. Demishev)

Spin Effects in sp2 Nanocarbons in the Light of Unrestricted … 51



expression for the evaluation of Lande g-factors related to each set of the local spin
configurations of the molecule in the following form [88, 89]

g=1+
JðJ +1Þ− LðL+1Þ+ SðS+1Þ

2JðJ +1Þ . ð6Þ

Application of magnetic field disturbs the antiferromagnetic regularity of the
outlined local spins towards ferromagnetic one (see Fig. 6b) that corresponds to the
maximum of magnetic ordering.

Fig. 6 Spin density distribution over C60 atoms in the absence a and presence b of magnetic field.
Insert exhibits the color image of the local spin distribution over the molecule atoms following
notations in panels a and b (UHF calculations)
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If experimentally observed, the magnetic properties of fullerene molecules
should reflect a variability of g-factor caused by different configuration sets of
spins. The corresponding values of the factor can be evaluated by the following way
[88, 89].

1. Hexagon of upright local spins.

The total spin S=1, the total orbital momentum of the hexagon pz electrons
L=6. Consequently, the total angular momentum J of the hexagon has seven
components: (6 + 3), 8, 7, 6, 5, 4, (6 − 3). Usually, the lowest energy state cor-
responds to the minimum value of the total angular momentum that is J = 3 in the
case. Following Eq. 6, the relevant Lande factor g6 = 0.25.

2. Pairs of upright local spin.

The total spin S=1, the total orbital momentum of pair pz electrons is L=2 and
the total angular momentum J has three components: (1 + 2), 2, (2 − 1). Taking
the least value component, obtain the relevant Lande factor g2 = 0.5

3. Local spin of singles.

For a single pz electron, the total spin 1
2, the orbital angular momentum L=1,

while the total angular momentum J has two components: 3/2 and 1/2. According to
Eq. 6, the lowest energy term corresponds to J = ½ so that the Lande factor
g1 = 0.66.

Thus obtained g values are collected in Table 1 alongside with experimental
data. As seen in the table, experimental g1, g2, and g3 can be attributed to singles,
pairs, and hexagons of local spins, respectively. The calculated and experimental
values are in good consent. The absence of the exact coincidence is evident due to a
few reasons among which two next are the most important. (1) Eq. 6 is too sim-
plified; its application allowed exhibiting quasi-atomic structure of fullerene
molecule related to different configurations of local spins while the exact g values
determination is much more complicated problem. (2) The evaluation of g-factors
was performed for ferromagnetic ordering of local spins in C60. Experimentally, the
studied crystals showed ‘paradiamagnetism’. Realization of the 1/T paramagnetic
dependence in practice is caused by free rotation of ferromagnetically
spin-configured molecules occurred at very low temperatures [90].

Actually, when such a rotation is forbidden, as it is in the case of narrow
graphene ribbons (molecules) terminated by hydrogen atoms and rigidly fixed with
respect to immobile substrate [91], the ferromagnetic behaviour of the sp2 OSMs
has been clearly observed. Graphene webs, presenting a part of the original

Table 1 g-Factors of
fullerene C60

Calculated Experimental [85]

Attribution Value Attribution Value
Hexagons 0.25 g3 0.19 ± 0.01
Singles 0.50 g2 0.27 ± 0.02

Pairs 0.66 g1 0.43 ± 0.03
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graphene sheet in direct contact with the substrate and dividing disks of hydro-
genated graphene, may be of different width which occurred to be crucial for the
magnetization observed. Thus, the latter is absent when the web width W is zero
(bulk graphene) and becomes well observable at W ≈ 10 nm. When W is growing,
the magnetization gradually falls down. The explanation of the magnetization
increase by accompanying size-induced decreasing of exchange integral as well as
its decreasing caused by quantifying electron properties towards to crystalline ones
at large W is given elsewhere [32]. The observed ferromagnetic magnetization is

Fig. 7 Spin density distribution over atoms of the (5, 5) NGr molecule (see insert) in the absence
a and presence b of magnetic field (UHF calculations)
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consistent with the behavior of local spins of graphene molecules in magnetic field
presented in Fig. 7. As seen in the figure, the local spin distribution in zero field is
not exactly ordered antiferromagnetically while the total spin density is zero. This is
one of many other topological shape-size effects related to condensed compositions
of benzenoid rings [61, 92].

6 A Glance at Similarity of SOC and UHF Peculiarities

The smallness of the SOC contribution allows considering HSO as an additive to the
total Hamiltonian of a many-electron system in the form

Htot =HRSD +HSO. ð7Þ

Here HRSD is a spin free nonrelativistic RSD Hamiltonian mentioned earlier. The
main computational approach concerns this very Hamiltonian, selecting it within
either Hartree-Fock [70, 71, 73] or density functional theory [74] and
equation-of-motion approach [74, 75], and treating SOC either perturbationally or
variationally. Additional problem consists in a proper choice of the most suitable
effective presentation of Hamiltonian HSO. Reviews [70, 71, 73] provide much food
for thought on this issue. As suggested in [93–95], SOC appears in the second order
of the perturbation theory (PT) applied to HRSD =H0 Hamiltonian. The suggested
formalism is widely used for determining governing SOC parameters (see [70] and
references therein).

It is the very time to remain that UHF formalism straightly follows from per-
turbationally considered RHF one as well [50, 95, 97]. In this case Eq. 8 looks like

HUHF =HRHF −U. ð8Þ

Here U is the spin-polarization operator determined by the difference of HRHF

and HUHF operators [95]. The study of Rosski and Karplus [94], undertaken to
obtain a proper formalism for describing spin effects in many-electron systems,
showed that when the UHF wf is presented as the first PT order to the RHF one,
lowering the RHF energy, square spin and spin density are strictly obtained in the
second PT order in a perfect consent with the exact UHF solution.

According to the nomenclature suggested by Pople and Nesbet [1], the UHF wf
is two-reference once distinguished for α and β electrons located at different spatial
orbitals. Caused by the fact, two Fock operators f α and f β, related to electron
(1) with either α or β spin, determine the UHF formalism:

f α, βð1Þ= hð1Þ+ ∑Nα, β

a Jα, βa ð1Þ−Kα, β
a ð1Þ� �

+ ∑Nβ, α

a Jβ, αa ð1Þ. ð9Þ
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Here, hð1Þ presents one-electron part of the operator while Jαa ð1Þ (Jβa ð1Þ)
describes two-electron Coulomb interaction of a selected α electron with all other α
(β) electrons and Kα

a ð1Þ corresponds to exchange of the selected electron with all
other α ones. Similar notations related to a selected β electron compose the bottom
Eq. 9. The RHF solution is governed by the Fock operator in the form

f ð1Þ= hð1Þ+ ∑
N
2
a ½Jað1Þ−Kað1Þ. ð10Þ

Accordingly, the difference operators Δf αð1Þ= f αð1Þ− f ð1Þ and Δf βð1Þ=
f βð1Þ− f ð1Þ in the case when Nα =Nβ = N

2 can be expressed as Δf α = ∑Nβ

a Jβa ð1Þ
and Δf β = ∑Nα

a Jαa ð1Þ, respectively. Consequently, the difference between RHF and
UHF formalism is governed by spin-nondiagonal elements of Coulomb interaction
(more detailed expressions of the above operators are given in [93, 94]).

In the relativistic theory of many-electron systems the Hamiltonian, H ̂DCB, is
composed of the one-electron Dirac Hamiltonians and two-electron terms
describing Coulomb and Breit interactions [70]. This Hamiltonian contains a
complete description of the spin-orbit interaction. In computational implementa-
tions the operator can be transformed to the Dirac-Fock operator that has the same
structure as its nonrelativistic UHF analogue

f D̂HFðiÞϕðiÞ= εiϕðiÞ. ð11Þ

Here, ϕðiÞ is the four–component-spinor representation of the one–electron state.
As shown recently [68], not only Fock-like Eq. 11 itself is analogous to the UHF

one, but its solution can be presented in the UHF terms, such as spin contamination,
expressed via ΔS2, and spin density over molecule atoms. Related to C6H5O, ΔS2
constitutes 0.6024, exactly the same for both UHF and general complex
Hartree-Fock (GCHF) method. The GCHF spin contamination was provided with
the Kramers pair symmetry breaking. Besides spin contamination, the GCHF
solution involves the spin density distribution over the molecule atoms, which is
presented in Fig. 8. As seen in the figure, the distribution patterns are fully identical

Fig. 8 Spin density distribution over atoms of phenoxyl radical (C6H5O) calculated by using
different formalisms [68] (by kind permission of L. Buĉinský)
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in the case of UHF and GCHF formalisms while considerably differ from both
ROHF and UDFT ones [68]. These results alongside with comments given at the
end of Sect. 2 give good reason to consider UDFT formalism as a proper technique
for treating spin effects in open-shell molecules with great care. At the same time,
the results have convincingly shown that the origin of the discussed spin effects is
actually common for both relativistic and nonrelativistic description and lies in
two-electron spin-nondiagonal elements of the Coulomb interaction.

7 UHF SOC Parameters of sp2 Nanocarbons

7.1 A Confine Collection of Necessary Relations.
Parameters’ Formalism

Traditionally, a set of standard SOC parameters has involved two values subjected
to experimental verification, namely, energy splitting ΔESO

spl and the rate of inter-
system crossing (related to singlet-triplet and vice versa transitions mainly) kISC as
well as theoretically introduced SOC constant aSO. In practice all the three values
are determined not by solving either Dirac-Coulomb-Breit or Dirac-Fock, Eq. 11,
equations but getting first the relevant nonrelativistic problem solution after which
considering HSO Hamiltonian mainly perturbationally, Eq. 7 [70, 74]. An effective

Hamiltonian H ̂SO
eff is commonly considered.

One of the simplest and least demanding approaches is to take the two-electron
contributions to the SOC into account through screening the nuclear potential:

bHSO
eff =

1
2m2c2

∑I ∑i

Zeff
i, l

r ̂3Iil
l ̂Iil ⋅ sîl. ð12Þ

In this one-electron one-center spin-orbit operator, I denotes an atom and il an
electron occupying an orbital located at center I. Likewise, l ̂Iil and bsIil label the
angular momentum and spin of electron il with respect to the orbital origin at atom
I. The summation over electrons includes only the open shell of an atom I with
azimuthal quantum number l.

Supposing that electrons are moving in central field and substituting the fraction
under the sum by the relevant static potential U, one gets

bHSO
eff =

1
2m2c2

∑I ∑i
1
ril

∂UIðriÞ
∂ril

l ̂Iil ⋅bsil ð13Þ
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Averaging bHSO
eff over the total angular momentum L̂I = ∑i l ̂i and supposing that

the self-consistent potential UIðriÞ of the ith electron in the Ith atomic center is
spherically symmetric, we get

bHSO
av ≈

1
2m2c2

∑I
1
rl

d
drl

UIðrlÞ
� �� �

.LÎ . SÎ ð14Þ

Further approximation results in

bHSO
av = ∑I a

SOðLÎ .SÎÞ ð15Þ

due to which aSO has the form [89]

aSO ≈
1
rl

d
drl

UIðrlÞ
� �� �

. ð16Þ

Important for the following are two more approximate expressions. The first is
related to eigenvalues of Eq. 8 that can be written in the form

εSO = aSO.
1
2

JðJ +1Þ− LðL+1Þ− SðS+1Þf g. ð17Þ

The normal εSO term are related to the minimum projection of the total
momentum J. The second presents a well known Lande interval rule

εSOðJÞ− εSOðJ − 1Þ= aSOJ. ð18Þ

According to Eqs. 16 and 18, the constant aSO can be determined by two ways:
the first case concerns the evaluation of the potential gradient while the second
addresses the determination of the energy splitting related to particular spinorbitals.

7.2 UHF-Based Determination of ΔESO
spl and aSO SOC

Parameters

The best way to illustrate the ability of the UHF formalism in determining aSO

constant following the first way is to turn to the bond dissociation and/or breaking.
Evidently, if the dissociation concerns the only bond in the molecule ri in Eq. 16 is
just the bond length R and potential UIðriÞ can be substituted with the molecule
total energy EðRÞ. Main UHF characteristics, which accompany stretching the
ethylene C−C bond up to 2 Å, are shown in Fig. 9a. Equilibrium C−C distance
constitutes 1.326 Å and 1.415 Å in singlet and triplet states of the molecule,
respectively. As seen in the figure, as stretching of the bond increases, energies
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EsgðRÞ and EtrðRÞ approach each other up to quasidegeneracy, which is charac-
teristic for biradicals and which is necessary for an effective SOC [70]. Simulta-
neously, the number of effectively unpaired electrons ND, which is zero until C−C
distance reaches Rcrit , starts to grow manifesting a gradual radicalization of the
molecule as the bond is stretched as well as exhibiting the transformation of the
molecule behavior from closed-shell to open-shell one when Rcrit is overstepped.

As follows from Eq. 16, aSO is determined by the force acting on the bond under
stretching. The deviation of the force under progressive stretching the ethylene C−C
bond is presented in Fig. 9b. At the beginning it proceeds linearly starting, however,
to slow down when R is approaching Rcrit . A clearly seen kink is vivid in the region.
For comparison, the curve with horizontal bars presents the force caused by
stretching a single C−C bond of ethane, Rcrit for which constitutes 2.11 Å [43], that

Fig. 9 a Energy of singlet and triplet states as well as the total number of effectively unpaired
electrons ND of ethylene versus C−C distance. b Energy derivatives versus C−C distance (see
text) (UHF calculations)
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is why the molecule remains closed-shell one within the interval of C−C distances
presented in the figure. As seen, the force is saturated at the level of 110 kcal/
(mol * Å) that is close to the kink position on the ethylene curve. It is quite rea-
sonable to suggest that the force excession over this value in the latter case is caused
by the closed-open shell transformation of the ethylene molecule over 1.4 Å due to
which the force excess, revealed by UHF calculations, can be attributed to the SOC

related to pz electrons. Consequently, this excess can be considered as dEpzðRÞ
dR that is

presented by the gray-ball curve in the figure. Using the curve values in the C−C
distance interval from 1.40 to 1.47 Å, which is typical for the C−C bond length
dispersion in fullerenes, CNTs, and graphene, and substituting them into Eq. 16, one
can obtain the aSO constant laying in the interval from 15 to 110 meV, which is
typically expected for molecules of light elements [70]. It is necessary to point out as

well that the dEpzðRÞ
dR force maximum amplitude for ethylene molecule is well con-

sistent with those determined under uniaxial deformation of benzene molecule and
graphene [60] due to which the outlined aSO constant values can be considered as
typical for the whole family of sp2 nanocarbons.

8 Conclusion

The paper presents for consideration two new conceptual issues. The first concerns
the attribution of the UHF-originated peculiarities of sp2 nanocarbon open-shell
molecules, such as spin contamination of the ground state, depraving the latter from
the exact spin multiplicity, and effectively unpaired electrons, to particular spin
effects characteristic for the species. The peculiarities are proven to be directly
associated with the molecule behavior in reality. The second issue addresses the
similarity of these peculiarities consideration that can be on the basis of either
non-relativistic unrestricted Hartree-Fock formalism or relativistic Dirac-Fock
spin-orbit theory obtained HUHF =HRSD +ΔEUHF

corr and Hrel =HRSD +ΔESO (HRSD

presents a reference restricted single-determinant Hamiltonian) in the form,
respectively. This can give a new view of the identity of the discussed peculiarities
related to C6H5O molecule obtained by the UHF and one of the versions of the
Dirac SOC theory [68], as well as the synergistic ability of the SOC theory and UHF
to describe molecular magnetism of sp2 OSMs. Deeply-rooted inherent connection
of non-relativistic and relativistic spin effects opens a new vision of complexity of
electronic states of many-electron systems.
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Population Analyses Based on Ionic Partition
of Overlap Distributions

Ya Kun Chen and Yan Alexander Wang

Abstract Borrowing ideas from Hess’s law in thermodynamics and the holographic

electron density theorem, we have proposed two novel population analyses based on

ionic partition of overlap distributions (IPOD). The IPOD population analyses com-

bine the conceptual simplicity of the Mulliken and Löwdin population analyses with

low computational cost and mild basis-set variation effect. More promisingly, the

resultant IPOD charges are of the similar quality to the natural population analysis.

Keywords Population analysis ⋅ Partial charge ⋅ Mulliken population analysis ⋅
Löwdin population analysis ⋅ Christoffersen-Baker population analysis ⋅ Hirshfeld

population analysis ⋅ Natural population analysis

1 Introduction

According to the basic theorems of the density functional theory (DFT) [1], the elec-

tron density, 𝜌(𝐫), a function of spatial coordinates, determines the wave function

and therefore all the properties of an entire molecule. On the one hand, the explicit

knowledge of the electron density provides complete information to understand the

molecular system. On the other hand, such complete information is often unneces-

sary for calculating many properties that can be described simply by atomic charges.

For example, evaluation of the multipoles of a molecular system only requires a set

of compact information including proper atomic charges and nuclear locations. For

such purposes, several population analyses [2–21] have been invented to estimate

partial atomic charges in chemical systems.

One class of population analyses partition the entire molecular wave function into

atomic contributions and regard the total atomic charge as the difference between

the nuclear charge and the sum of the electron numbers over all basis functions
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centered on each constituent atom in a molecule. The most famous of all is the

Mulliken population analysis (MPA), which directly assigns atomic charges accord-

ing to the original nonorthogonal atomic orbitals [2, 3]. In so doing, some of the

orbital populations inevitably exceed two or become negative [2–9]. To avoid such

a deficiency, the Löwdin population analysis (LPA) first transforms the original

nonorthogonal atomic orbitals into a set of orthogonal atomic orbitals through sym-

metrical orthogonalization and then performs the MPA on this new set of orthogonal

atomic orbitals [4, 5].

In both of these two population analyses, the two-center (off-diagonal) overlap

contributions to the electron density are divided equally between the two atoms

involved. Obviously, such an equal partition of the off-diagonal overlap distributions

is unphysical because non-equivalent atoms, either different atoms or the same atom

at different electronic states, do have different electronegativities to attract the shared

electrons in chemical bonds, thus resulting in uneven shares of the off-diagonal con-

tributions to the electron density.

Though with many drawbacks, the MPA and LPA, for their conceptual simplicity

and superior computational speed, are still extremely popular and widely used espe-

cially for large molecular systems. In many quantum chemistry software packages

that use atomic centered basis functions, the MPA and LPA are usually calculated by

default. However, the unphysical partition of the off-diagonal electron distributions

and the strong basis-set dependence prohibit these two population analyses from pre-

dicting accurate atomic charges. In addition, the non-pre-orthogonalized LPA suffers

serious unphysical rotational variance when pure spherical harmonic basis functions

are not used [5].

In 1971, an early attempt to remedy some of the major conceptual deficiencies

of the MPA and LPA was published by Christoffersen and Baker [6], who devised

a simple scheme of only using the squares of the molecular orbital (MO) expansion

coefficients of the nonorthogonal atomic basis functions to proportionally partition

the total number of electrons into individual atomic centers. Edgecombe and Boyd

later further modified the original Christoffersen-Baker population analysis (CBPA),

but the quality of the resulting atomic charges is still similar to that of the MPA

[6, 7].

From a different direction, in the pursuit of improving the MPA and LPA, Reed

et al. utilized the concept of the natural orbitals and developed the natural population

analysis (NPA) [8], in which occupancy-weighted symmetrical orthogonalization

technique is employed to construct a set of orthonormal natural atomic orbitals and

their corresponding occupation numbers are then used to compute atomic charges.

Over the years, the NPA has gradually gained popularity and has been widely applied

to analyze the intra- and inter-molecular interactions and the aromaticity of mole-

cules [9, 10]. Despite that the NPA circumvents many shortcomings of the MPA

and LPA and often demonstrates good convergence behavior upon basis-set change,

it still confronts severe basis-set effects in the valence/Rydberg orbital space for

transition-metal complexes [11].

In comparison, the topology of the electron density can also be used to partition

the density into atomic contributions. The atoms in molecules (AIM) scheme devel-
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oped by Bader uses the zero-flux surfaces, whose normal vectors are perpendicular

to the gradient of the electron density, to divide space into rigid atomic domains

[12, 13]. Such a method offers a unique, unambiguous way to partition the entire

space for constituent atoms in a molecule.

Alternatively, based on the aspherical atom model, which has been proposed to

minimize the error in reproducing the data obtained from X-ray diffraction

[18–20], the Hirshfeld population analysis (HPA) partitions the electron density at

each point in space in such a way that the superimposed atomic densities yield zero

net charges [13–18]. The merit of the HPA is that it retains more information when

atoms come together to form a molecule [18, 21]. Specifically, it can ensure the con-

densed Fukui function indices non-negative, which is requisite for a realistic sys-

tem [21].

However, both the AIM and HPA have to explicitly manipulate the electron den-

sity at every grid point in space and hence are much more time-consuming and

expensive in terms of computational cost, in comparison with other population analy-

ses (e.g., MPA, LPA, CBPA, and NPA) without employing a numerical grid.

Hereafter, based on ideas of ionic partition of overlap distributions (IPOD), we

will develop two novel population analyses, which possess the conceptual simplicity

of the MPA, CBPA, and LPA and rival the quality of the NPA partial charges.

2 IPOD Population Analyses

The development of the IPOD schemes is based on the analysis of the decomposition

of the molecular electron density, similar to the MPA, CBPA, and LPA.

Let us first introduce a set of atomic-centered basis functions {𝜙
A
𝜇
(r)}, where the

Greek subscript 𝜇 and the Roman superscript A are the indices for atomic basis func-

tions and constituent atoms, respectively. After a self-consistent field calculation is

finished, the ith molecular orbital (MO), 𝜓
MO
i , can be expressed as a linear combi-

nation of atomic basis functions:

𝜓
MO
i (𝐫) =

AO∑

𝜇

atom∑

A
CA
i𝜇𝜙

A
𝜇
(𝐫) , (1)

where {CA
i𝜇} are the MO expansion coefficients. Then, the electron density of 𝜓

MO
i

is simply written as

𝜌
MO
i (𝐫) = fi

|||𝜓
MO
i (𝐫)|||

2
, (2)

where fi is the occupation number of 𝜓
MO
i . Summing up the electron densities of all

molecular orbitals, we obtain the total electron density 𝜌tot (𝐫),



68 Y.K. Chen and Y.A. Wang

𝜌tot (𝐫) =
MO∑

i
𝜌
MO
i (𝐫), (3)

which is normalized to the total number of electrons in the system, ntot = ⟨𝜌tot (𝐫)⟩.
Plugging Eqs. (1) and (2) into Eq. (3), one arrives at

𝜌tot (𝐫) =
AO∑

𝜇,𝜈

atom∑

A,B
dAB
𝜇𝜈
𝜙
A∗
𝜇
𝜙
B
𝜈
, (4)

where dAB
𝜇𝜈

=
∑

i fiCA∗
i𝜇 C

B
i𝜈 is the density matrix element and the asterisk indicates the

complex conjugate.

In Eq. (4), the double summation over the atomic centers can be regrouped into the

squared terms on the same center and the cross terms between two different centers:

𝜌tot (𝐫) =
AO∑

𝜇,𝜈

atom∑

A
dAA
𝜇𝜈
𝜙
A∗
𝜇
𝜙
A
𝜈

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝜌
ionic
tot (𝐫)

+ 2
AO∑

𝜇,𝜈

atom∑

A>B
dAB
𝜇𝜈
𝜙
A∗
𝜇
𝜙
B
𝜈

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝜌
covalent
tot (𝐫)

. (5)

On the right-hand side of the above equation, the electron density of the first squared

terms clearly originates from single center contributions, characterizing the ionic
component of the total electron density. The electron density of the second cross

terms is due to the overlap distributions between distinct atomic pairs, defining the

covalent component of the total electron density.

Up to this point, our derivation is still in line with the MPA: after assuming the

covalent electron density of every atomic pair to be equally partitioned between the

two atomic centers involved, we can again recover the MPA. As already criticized

above, such an unphysical partition scheme, however, is one of the major weakness

of the MPA. To overcome this conceptual difficulty, we thus dig deeper into the

expression of the electron density and seek other strategies to partition the covalent

electron density instead.

The first term on the right-hand side of Eq. (5), the total ionic density 𝜌
ionic
tot (𝐫),

can be written as a sum over the ionic densities from different atomic centers:

𝜌
ionic
tot (𝐫) =

atom∑

A
𝜌
ionic
A (𝐫), (6)

where 𝜌
ionic
A (𝐫) is the ionic electron density on atom A:

𝜌
ionic
A (𝐫) =

AO∑

𝜇,𝜈

dAA
𝜇𝜈
𝜙
A∗
𝜇
𝜙
A
𝜈
. (7)
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Then, the number of ionic electrons on atom A is the integral of 𝜌
ionic
A (𝐫) over the

entire space:

nionicA =
AO∑

𝜇,𝜈

dAA
𝜇𝜈
SAA
𝜇𝜈
, (8)

where SAA
𝜇𝜈

= ⟨𝜙A
𝜇
|𝜙A

𝜈
⟩ is the overlap matrix element confined for atom A. The total

number of ionic electrons is a simple sum of nionicA over all atomic centers in the

molecule,

nionictot =
atom∑

A
nionicA . (9)

In retrospective, the CBPA [6, 7] simply excludes the cross terms in Eq. (7), such

that the ionic electron density on atom A is solely determined by the sum of the pure
squared terms, dAA

𝜇𝜇
|𝜙A

𝜇
|2. Evidently, such a drastic simplification is theoretically less

sound.

Before partitioning the total covalent electron density, 𝜌
covalent
tot (𝐫), we can recast

it in terms of distinct atomic pair covalent densities:

𝜌
covalent
tot (𝐫) =

atom∑

A>B
𝜌
covalent
AB (𝐫), (10)

where 𝜌
covalent
AB (𝐫) is the covalent density for atomic pair {AB} (A ≠ B),

𝜌
covalent
AB (𝐫) = 2

AO∑

𝜇,𝜈

dAB
𝜇𝜈
𝜙
A∗
𝜇
𝜙
B
𝜈
, (11)

whose integral over the entire space yields the number of covalent electrons for

atomic pair {AB},

ncovalentAB = 2
AO∑

𝜇,𝜈

dAB
𝜇𝜈
SAB
𝜇𝜈
, (12)

with SAB
𝜇𝜈

= ⟨𝜙A
𝜇
|𝜙B

𝜈
⟩. The total number of covalent electrons is then a sum over dis-

tinct atomic pairs,

ncovalenttot =
atom∑

A>B
ncovalentAB . (13)

To this point, we have successfully decomposed the molecular density into the

ionic and covalent contributions and are ready to invoke the IPOD procedure to par-

tition the covalent density according to the ionic distribution. Conceptually speak-

ing, the task of partitioning the covalent electron density between any pair of atomic
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centers must consider electronegativities of constituent atoms within a molecular

environment. This central issue has not been handled properly in the MPA and HPA.

We thus decide to take a different route to tackle this problem by envisioning a

mind experiment of filling electrons into a molecule according to Hess’s law in ther-

modynamics. First, we only allow ionic electrons to fall into their places at various

atomic centers within a molecule. Of course, how many ionic electrons will reside

at which atomic center must be a direct measure of the transient electronegativity of

that atom within the particular molecular environment before the chemical potential

equilibrates throughout the entire molecular structure. Second, we permit the rest

covalent electrons to occupy the remaining space in chemical bonds. Through this

two-step electron filling process, we obtain a reasonable estimate of the relative tran-

sient electronegativities of constituent atoms within a molecular environment, which

will enable us to partition the covalent density distributions in a more meaningful

way.

In the end, the IPOD population analyses should not come as a total surprise,

because they somehow root in the holographic electron density theorem

(HEDT) [22]. The HEDT states that given a known electron density function in a

finite region of a Coulomb system, the density functions in other subdomains and so

as to the entire electron density can be uniquely determined [22]. Even the CBPA

and HPA can also be developed by applying this theorem [23]. However, the HPA

has its own limitations: it uses the densities of the free ground-state atoms as ref-

erences [13–18], which are apparently unphysical for charged and excited atoms in

molecular systems. In the CBPA [6, 7], the total ionic electron density is underesti-

mated (vide ante).

According to the HEDT, the ionic density of each constituent atom, which retains

some atomic feature for each atom in a molecule, can be used to recover the over-

all electron density in a molecule. Consequently, the covalent density distribution

should follow the ionic density distribution. The IPOD methods, therefore, use the

distribution of the ionic density to determine the distribution of the entire electron

density among all constituent atoms.

Particularly, instead of the equal partition scheme exerted by the MPA, the IPOD

scheme of the first kind (IPOD1) partitions the total covalent electron number ncovalenttot
in proportion to the ionic atomic charge distribution. As a result, the electron number

on atomA is also proportional to the ionic electron number on the same atom, leading

to the IPOD1 value for atomic charge qA:

qIPOD1A = ZA −

(
nionicA

nionictot

)
ntot , (14)

where ZA is the nuclear charge of atom A. Equation (14) is virtually identical to

that used in the CBPA [6, 7], except that the ionic electron number was estimated

differently (vide supra).
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Different from IPOD1, which globally partitions the total electron number directly

proportional to the ionic electron number on each atom, the IPOD scheme of the

second kind (IPOD2) partitions the covalent electron number of every distinct atomic

pair proportional to the ionic electron numbers of the two atomic centers involved.

Specifically, the covalent electron number on atom A within an atomic pair {AB},

ncovalentA(B) , can be evaluated as

ncovalentA(B) =

(
nionicA

nionicA + nionicB

)
ncovalentAB . (15)

Summing over all other atomic centers, we obtain the IPOD2 atomic charge on

atom A:

qIPOD2A = ZA −

(
nionicA +

atom∑

B≠A
ncovalentA(B)

)
. (16)

3 Computational Details

To benchmark our IPOD analyses against other population analyses, we imple-

mented the two IPOD1 and IPOD2 methods in the NWChem 6.0 source code [24],

which already have the MPA and LPA built in. We also calculated the NPA charges

for each molecule using Gaussian 09 package [25]. The B3LYP DFT calculations

were carried out to obtain the wave functions [26, 27]. A suite of Pople basis sets

were employed to test the basis-set variation effect.

These population analyses were applied to some representative molecules with

different bonding characters. First, we chose several molecules with different bond

polarities, from nearly non-polar to ionic. The perfect tetrahedral methane molecule

(CH4) with C−H bond lengths of 1.093 Å was adopted to represent the molecules

containing slightly polarized single bonds. Hydrogen fluoride (HF) with the H−F

bond length of 0.920 Å is a good example of highly polarized covalent molecule.

Lithium fluoride (LiF) with the Li−F bond length of 1.552 Å was chosen to exem-

plify ionic molecules.

Other than the above concern over bond polarity, there was also a set of molecules

that have been believed to be good test cases for population analyses because these

molecules have counter-intuitive charge distributions or unusual electronic struc-

tures. For example, carbon monoxide (CO) with the C≡O bond of 1.137 Å has a

counter-intuitive dipole moment direction. The triangular boron trifluoride (BF3)

with the B−F bond length of 1.318 Å represents typical electron-deficient molecules.

The planar benzene molecule (C6H6) is an excellent prototype of aromatic systems.

In C6H6, all C−H and aromatic C=C bond lengths and H−C−C bond angles are

1.396 Å, 1.097 Å, and 120.0
◦
, respectively.
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4 Results and Discussions

For all systems studied here (see Fig. 1), the most visible feature of the IPOD analy-

ses is their milder basis-set fluctuation effects, much better than the MPA and LPA.

For basis sets larger than 4–31G, the IPOD charges often exhibit fast convergence.

This is quite remarkable, given the fact that the original nonorthogonal atomic basis

functions are used, without the elaborate orthogonalization process employed in the

LPA and NPA.

For the molecules with weakly polar bonds, such as CH4 (Fig. 1a) and C6H6
(Fig. 1f), both IPOD1 and IPOD2, similar to the NPA, yield relatively larger atomic

charges compared to the MPA and LPA. Such a behavior is intrinsic to the IPOD

methods, because they partition the covalent distributions according to the ionic

electron numbers, which might put more emphasis on the ionic feature. To some

extent, the IPOD schemes improve the MPA and LPA that ignore the uneven parti-

tion nature of the covalent electrons among non-equivalent atomic centers. For such

molecules, basis sets play significant roles in the MPA and LPA, whereas the IPOD1

and IPOD2 methods are relatively less sensitive to the basis-set change.

For the molecules with polar bonds, such as HF (Fig. 1b), the IPOD1 and IPOD2

methods are in good agreement with the NPA. The MPA and LPA underestimate the

bond polarity because they divide the overlap electron densities evenly among the

participating atomic centers. The basis-set effect in this case is still dramatic for the

MPA and LPA while it is significantly less so for the IPOD schemes.

For ionic molecular systems, such as LiF (Fig. 1c), both the MPA and LPA greatly

underestimate the ionic nature of the molecule by giving very small atomic charges

to ionic centers. In comparison, the IPOD methods and the NPA predict large mag-

nitude of atomic charges.

For more challenging cases, both IPOD methods outperform the MPA and LPA.

For BF3 (Fig. 1e), the atomic charges of the F atom predicted by the IPOD methods

are closer to the NPA predictions and exhibit less sensitivity to the basis-set change

than the MPA and LPA. In the case of CO (Fig. 1d), the NPA predicts a large nega-

tive charge on the O atom, contradicting the experimental observation in both mag-

nitude and sign: there is a small dipole moment of 0.122 D pointing from the C atom

to the O atom [28]. The MPA and LPA yield small atomic charges but show dras-

tic undulance upon basis-set change. The IPOD methods, for basis sets larger than

3–21G, persistently predict a small negative charge on the O atom, being closer to

the experimental observations.

As expected, the IPOD1 and IPOD2 methods always predict atomic charges in

relatively larger magnitudes than the MPA and LPA. Using the NPA charges as guide,

a closer observation of the data shown in Fig. 1 reveals that IPOD1 is more suitable

for non-polar systems, whereas IPOD2 is ideal for polar and ionic systems. In terms

of computational cost, the IPOD methods are only marginally more expensive than

the MPA and LPA but are much cheaper than the NPA, AIM, and HPA. Therefore,

the IPOD analyses are immaculate for fast computing high-quality atomic charges

for large molecules.
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(a) H atom in CH4

(c) Li atom in LiF

(e) F atom in BF3

(b) H atom in HF

(d) O atom in CO

(f) H atom in C6H6

Fig. 1 Atomic charges from the IPOD1 (circles), IPOD2 (down triangles), NPA (up trian-
gles), MPA (squares), and LPA (crosses) using the B3LYP functional with different Pople

basis sets: A for STO-3G, B for 3–21G, C for 4–31G, D for 6–31G, E for 6–31G**, F for

6–31++G, G for 6–31++G**, H for 6–311G, I for 6–311G**, and J for 6–311++G(2d,2p). For

diatomic molecules (HF, LiF, and CO), IPOD1 and IPOD2 atomic charges are the same

5 Conclusions

In summary, we have advanced two new population analyses, IPOD1 and IPOD2,

based on ionic partition of overlap distributions. Numerical tests show remarkable

stability and physical meaningfulness of the resulting atomic partial charges. More

significantly, our new population analyses not only correct the conceptual flaws of
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other commonly used Mulliken, Löwdin, Christoffersen-Baker, and Hirshfeld pop-

ulation analyses, but also avoid the numerical complexity of the well-known nat-

ural population analysis. Because of their conceptual simplicity, easy implementa-

tion, low computational cost, and high-quality resultant charges, the IPOD methods

should replace the Mulliken and Löwdin population analyses in routine calculations.

Acknowledgements Financial support for this study was provided by a grant from the Natural

Sciences and Engineering Research Council (NSERC) of Canada.

References

1. Honhenberg P, Kohn W (1964) Phys Rev B 136:864–871

2. Mulliken RS (1955) J Chem Phys 23:1833–1840

3. Mulliken RS (1955) J Chem Phys 23:1841–1846

4. Löwdin P-O (1950) J Chem Phys 18:365–375

5. Bruhn G, Davidson ER, Mayer I, Clark AE (2006) Int J Quantum Chem 106:2065–2072

6. Christoffersen RE, Baker KA (1971) Chem Phys Lett 8:4–9

7. Edgecombe KE, Boyd RJ (1987) J Chem Soc Faraday Trans 2(83):1307–1315

8. Reed AE, Weinstock RB, Weinhold F (1985) J Chem Phys 83:735–746

9. Reed AE, Curtiss LA, Weinhold F (1988) Chem Rev 88:899–926

10. Zubarev DY, Boldyrev AI (2008) Phys Chem Chem Phys 10:5207–5217

11. Maseras F, Morokuma K (1992) Chem Phys Lett 195:500–504

12. Bader RFW (2005) Monatsh Chem 136:819–854

13. Clark AE, Davidson ER (2003) Int J Quantum Chem 93:384–394

14. Davidson ER, Chakravorty S (1992) Theor Chim Acta 83:319–330

15. Becke AD (1988) J Chem Phys 88:2547–2553

16. Yang W (1991) Phys Rev Lett 66:1438–1441

17. Hirshfeld FL (1977) Theor Chim Acta 44:129–138

18. Roy RK (2003) J Phys Chem A 107:10428–10434

19. Hirshfeld FL (1971) Acta Cryst 18:769–781

20. Coppens P, Volkov A (2004) Acta Cryst A60:357–364

21. Roy RK, Hirao K, Pal S (2000) J Chem Phys 113:1372–1379

22. Riess J, Münch W (1981) Theor Chim Acta 58:295–300

23. Geerings P, Boon G, van Alsenoy C, de Proft F (2005) Int J Quantum Chem 101:722–732

24. Valiev M, Bylaska EJ, Govind N, Kowalski K, Straatsma TP, van Dam HJJ, Wang D, Nieplocha

J, Apra E, Windus TL, de Jong WA (2010) Comput Phys Commun 181:1477–1489

25. Frisch MJ, Trucks GW, Schlegel HB, Scuseria GE, Robb MA, Cheeseman JR, Scalmani G,

Barone V, Mennucci B, Petersson GA, Nakatsuji H, Caricato M, Li X, Hratchian HP, Izmaylov

AF, Bloino J, Zheng G, Sonnenberg JL, Hada M, Ehara M, Toyota K, Fukuda R, Hasegawa

J, Ishida M, Nakajima T, Honda Y, Kitao O, Nakai H, Vreven T, Montgomery JA Jr, Peralta

JE, Ogliaro F, Bearpark M, Heyd JJ, Brothers E, Kudin KN, Staroverov VN, Kobayashi R,

Normand J, Raghavachari K, Rendell A, Burant JC, Iyengar SS, Tomasi J, Cossi M, Rega N,

Millam NJ, Klene M, Knox JE, Cross JB, Bakken V, Adamo C, Jaramillo J, Gomperts R, Strat-

mann RE, Yazyev O, Austin AJ, Cammi R, Pomelli C, Ochterski JW, Martin RL, Morokuma

K, Zakrzewski VG, Voth GA, Salvador P, Dannenberg JJ, Dapprich S, Daniels AD, Farkas Ö,

Foresman JB, Ortiz JV, Cioslowski J, Fox DJ (2009) Gaussian 09, Revision A.1. Gaussian,

Inc., Wallingford CT

26. Becke AD (1993) J Chem Phys 98:5648–5672

27. Lee C, Yang W, Parr RG (1988) Phys Rev B 37:785–789

28. Scuseria GE, Miller MD, Jensen F, Geertsen J (1991) J Chem Phys 94:6660–6663



Topological Quantum Computation
with Non-Abelian Anyons in Fractional
Quantum Hall States

Lachezar S. Georgiev

Abstract We review the general strategy of topologically protected quantum infor-

mation processing based on non-Abelian anyons, in which quantum information is

encoded into the fusion channels of pairs of anyons and in fusion paths for multi-

anyon states, realized in two-dimensional fractional quantum Hall systems. The

quantum gates which are needed for the quantum information processing in these

multi-qubit registers are implemented by exchange or braiding of the non-Abelian

anyons that are at fixed positions in two-dimensional coordinate space. As an exam-

ple we consider the Pfaffian topological quantum computer based on the fractional

quantum Hall state with filling factor 𝜈H = 5∕2. The elementary qubits are con-

structed by localizing Ising anyons on fractional quantum Hall antidots and various

quantum gates, such as the Hadamard gate, phase gates and CNOT, are explicitly

realized by braiding. We also discuss the appropriate experimental signatures which

could eventually be used to detect non-Abelian anyons in Coulomb blockaded quan-

tum Hall islands.

Keywords Quantum computation ⋅Non-Abelian anyons ⋅ Fractional quantum Hall

states ⋅ Conformal field theory ⋅ Topological protection ⋅ Braid group

1 Introduction: Quantum Computation in General

Quantum Computation (QC) is a relatively new field [1] of computational research

in which information is encoded in two-level quantum systems called qubits, or

quantum bits, in analogy with the classical bits. In contrast with the classical bits,

which can have only two states ‘0’ and ‘1’, the qubit is an arbitrary linear combination

of the two basic quantum states |0⟩ and |1⟩
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|𝜓⟩ = 𝛼|0⟩ + 𝛽|1⟩, with 𝛼, 𝛽 ∈ ℂ and |𝛼|2 + |𝛽|2 = 1, (1)

i.e., a qubit |𝜓⟩ belongs to the projective ℂ2
space which is called the Bloch sphere

[1]. In order to prepare one qubit state for QC we have to define first an orthonormal

basis |0⟩, |1⟩, which could be for example the two spin-projection states of a spin

1/2 particle, and then construct physically the state |𝜓⟩ = |0⟩ or |𝜓⟩ = |1⟩.
Next, just like in classical computation, where we need a register of bits which

belong to the direct sums of bit spaces, QC requires the construction of a register of

qubits, or, multiple-qubit, which however belong to the tensor product of the single-

qubit spaces, e.g., the n-qubit register belongs to the space

H n = ℂ2
⊗ ℂ2 ⋯ℂ2

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

n

≃
(
ℂ2)n ≃ ℂ2n

,

that should be projective by definition, thus expressing the required normalization of

the n-qubit states [1]. This difference in the register spaces dimension in the classical

(direct sum space has dimension 2n) and quantum computation (tensor product space

has dimension 2n) is one of the reasons for the significantly bigger computational

power of the quantum computers as compared to the classical ones [1].

The first step in a concrete QC is the initialization of the n-qubit register, which

is done in analogy with the initialization of a classical one, i.e.,

010011000...01
QC
→ |010011000...01⟩,

where we used the standard notation for the tensor-product basis states, e.g., |01⟩ =
|0⟩⊗ |1⟩ and |101⟩ = |1⟩⊗ |0⟩⊗ |1⟩, etc.

The second step in QC is to process the initial information, which is done by

applying a quantum operation, called quantum gate, on the n-qubit register [1]. The

quantum gates are realized by unitary quantum operators acting over the space H n
.

Sequential application of two quantum gates is a quantum gate again and any quan-

tum gate possesses its inverse. In other words, quantum gates G should realize by

appropriate physical processes all unitary 2n × 2n matrices and therefore belong to

the unitary group G ∈ SU(2n).
The third step in QC is the measurement of a given observable, as described

above, of the n-qubit register after its processing with a number of quantum gates

and this measurement is the result of the QC.

It is important to remember, that universal quantum computation requires

physical realization of all unitary matrices in the unitary group SU(2n) for an

arbitrary finite number n of qubits and their measurements.

After the work of Peter Shor [2], unveiling an algorithm for factorization of large

numbers N into primes on a quantum computer, which requires time that is polyno-
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mial in the size logN, while classical factorization algorithms require exponential

time, it has become obvious that quantum computers, if they can be constructed,

would be much faster than classical ones. This anticipated exponential speed-up with

respect to classical computing is due to the fundamental properties of the quantum

systems, such as quantum parallelism and entanglement [1]. The difficulties to factor-

ize large numbers on classical computers is the security foundation of some public-

key cryptographic algorithms, such as the RSA, which explains the wide interest of

the banks, intelligence services and military services in the physical realization of

quantum computers.

Another important theoretical observation in the field of QC is that any unitary

operator, i.e., any quantum gate, can be approximated by products (sequential appli-

cation, or concatenation) [1] of only 3 universal gates: H, T and CNOT, that can

be applied to any qubit in the n-qubit register, with arbitrary precision. The first

two quantum gates, H and T act on single qubits, while CNOT is a quantum gate

acting on two qubits in the n-qubit register. These three basic quantum gates can

be written explicitly, in the basis {|0⟩, |1⟩} for H and T and in the two-qubit basis

{|00⟩, |01⟩, |10⟩, |11⟩} for CNOT as [1]

H = 1
√
2

[
1 1
1 −1

]

, T =
[
1 0
0 ei𝜋∕4

]

, CNOT =
⎡
⎢
⎢
⎢
⎣

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

⎤
⎥
⎥
⎥
⎦

. (2)

However, there are huge difficulties on the way of constructing a stable quantum

computer due to the unavoidable decoherence and noise [1] resulting from the local

interactions of the qubits with their environment, destroying in this way all coherent

phenomena and flipping uncontrollably |0⟩ ↔ |1⟩.
One way to make the fragile quantum information more robust is to use the so-

called quantum error-correcting algorithms [1].

Another possible way out might be the topological quantum computation (TQC)

[3, 4], whose strategy is to improve QC hardware by using intrinsic topological pro-

tection instead of compensating hardware deficiency by clever circuit design. This

new idea requires a fundamentally new concept: the non-Abelian exchange statistics

of quasiparticles which are believed to exist in the fractional quantum Hall states [4].

2 Non-Abelian Anyons and Topological QC

In this section we will explain the new concept of non-Abelian exchange statistics

of particles and will try to give an idea of what it can be used for. Consider a sys-

tem of indistinguishable particles at fixed positions in space. One of their important
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statistical characteristics is their statistical angle 𝜃A∕𝜋, which can be defined in the

following way: the quantum state of the system with many indistinguishable parti-

cles of type ‘A’ can be expressed as a correlation function (or a vacuum expectation

value) of some quantum filed operators 𝜓A(z) which represent the act of creation of

a particle of type ‘A’ at position z in the space. Let us focus only on two particles of

type ‘A’, at positions z1 and z2 in space, although the system may contain more parti-

cles. If we exchange the two particles adiabatically, then the state after the exchange

differs from that before it by the statistical phase ei𝜋(𝜃A∕𝜋), i.e.,

⟨⋯𝜓A(z1)𝜓A(z2)⋯⟩ → ⟨⋯𝜓A(z2)𝜓A(z1)⋯⟩ = ei𝜋(𝜃A∕𝜋)⟨⋯𝜓A(z1)𝜓A(z2)⋯⟩,

where 𝜃A∕𝜋 is by definition the statistical angle of the particles of type ‘A’.

In three-dimensional space (or four-dimensional space-time) only two type of

particles could exist, as long as the statistical angle is concerned
1
: bosons, which

correspond to 𝜃A∕𝜋 = 0 and fermions which correspond to 𝜃A∕𝜋 = 1. However, in

two-dimensional space the variety of statistical angles is much richer than in three

dimensions. For example, the so-called Laughlin anyons correspond to 𝜃L∕𝜋 = 1∕3,

and actually all values of 𝜃A∕𝜋 between 0 and 1 are admissible. That is why such

particles, which could exist only in two-dimensional (and one-dimensional) space,

are called any-ons, in analogy with the bosons and fermions.

2.1 Construction of n-Particle States: The Braid Group

The many-particle quantum states in three-dimensional space are built as representa-

tions of the symmetric group Sn, which are symmetric for bosons and antisymmet-

ric for fermions. The symmetric group Sn, which is the group of permutation of n
objects, is a finite group generated by n − 1 elementary transpositions of neighboring

objects i.e., 𝜎i ∶ i ↔ i + 1 and obviously satisfy 𝜎i = 𝜎
−1
i .

On the other hand the many-particle quantum states in two dimensional space are

constructed as representations of the braid group [5] Bn. The braid group Bn is an

infinite group, which is an extension of the symmetric group Sn whose generators,

unlike those for Sn, do not satisfy (Bi)2 = 𝕀. The genetic code of the braid group Bn
is know as the Artin relations [5]

BiBj = BjBi, for |i − j| ≥ 2
BiBi+1Bi = Bi+1BiBi+1, i = 1,… , n − 1.

The very concept of the non-Abelian anyons requires the existence of degenerate

multiplets of n-particle states, with fixed coordinate positions of the anyons, and the

exchanges of the coordinates of these anyons generate statistical phases ei𝜃A which

1
For simplicity we disregard here the case of relativistic parafermions and parabosons.
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might be non-trivial matrices acting on those multiplets. That is why this statistics

is called non-Abelian (see the example below).

2.2 Fusion Paths: Labeling Anyonic States of Matter

As mentioned above, the states with many non-Abelian anyons at fixed coordinate

positions form degenerate multiplets which means that specifying the positions of

the anyons and their quantum numbers, such as the electric charge, single-particle

energies and angular momenta, are not sufficient to specify a concrete n-particle

state. More information is needed and this information is a non-local characteristics

of the n-particle state as a whole.

This additional information is provided by the so-called fusion channels [6]. Con-

sider the fusion of two particles of type ‘a’ and ‘b’, i.e., consider the process when

the two particles come to the same coordinate position and form a new particle of

type ‘c’. This can be written formally as

𝛹a × 𝛹b =
g∑

c=1
Nab

c
𝛹c,

where the fusion coefficients (Nab)c are integers, specifying the different possible

channels of the fusion process, which are symmetric and associative [6]. Two par-

ticles 𝛹a and 𝛹b, where b could be the same as a, are called non-Abelian anyons

if the fusion coefficients Nab
c ≠ 0 for more than one c. The most popular example

of non-Abelian anyons are the Ising anyons realized in two-dimensional conformal

field theory with ̂u(1) × Ising symmetry by the primary field [6]

𝛹I(z) = 𝜎(z) ∶ ei
1

2
√
2
𝜙(z) ∶,

where 𝜙(z) is a normalized ̂u(1) boson [6] and 𝜎(z) is the chiral spin field of the

two-dimensional Ising model CFT [6]. The fusion rules of the Ising model are non-

Abelian since the fusion process of two Ising anyons 𝜎 could be realized in two

different fusion channels: that of the identity operator 𝕀 and that of the Majorana

fermion 𝜓 [6], i.e.,

𝜎 × 𝜎 = 𝕀 + 𝜓, 𝜎 × 𝜓 = 𝜎. (3)

The quantum information is then encoded into the fusion channel and the com-

putational basis is defined by pairs of Ising anyons whose fusion channel is fixed

|0⟩ = (𝜎, 𝜎)𝕀 ⟷ 𝜎 × 𝜎 → 𝕀
|1⟩ = (𝜎, 𝜎)

𝜓
⟷ 𝜎 × 𝜎 → 𝜓, (4)
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1+i
i

iB
1−

iB

Fig. 1 Braid diagrams: exchange of particles with number i and i + 1 in counter-clockwise and

clockwise directions are distinct and inverse to each other

i.e. the state is |0⟩ if the two Ising anyons 𝜎 fuse to 𝕀 and |1⟩ if they fuse to 𝜓 .

The fusion channel is a topological quantity–it is independent of the fusion process

details and depends only on the topology of the coordinate space with positions of the

anyons removed. This quantity is non-local: the fusion channel is independent of the

anyon separation and is preserved after separation. It is also robust and persistent: if

we fuse two particles and then split them again, their fusion channel does not change.

The concatenation of several fusion channels of neighboring pairs of anyons is

called a fusion paths and can be displayed in Bratteli diagrams [4].

In other words, quantum states with many non-Abelian anyons at fixed posi-

tions in two-dimensional space are specified/labeled by fusion paths and can

be plotted in Bratteli diagrams.

2.3 Braiding of Anyons: Topologically Protected
Quantum Gates

Quantum operations in TQC, needed for processing of quantum information, are

implemented by braiding non-Abelian anyons [4, 7]. Braiding of two anyons is the

adiabatic exchange of the coordinate positions of the two anyons in the counter-

clockwise direction, without crossing any other coordinates. The clockwise

exchanges represent the inverse of the braids described above and they are not equal

to the counter-clockwise exchanges as illustrated in Fig. 1.

For the purpose of illustration of the non-Abelian statistics acting on a degenerate

multiplet of multyanyon states we consider the wave functions representing 8 Ising

anyons 𝜎 at fixed positions with coordinates 𝜂1,… , 𝜂8, which correspond to three-

qubit states. Each pair of Ising anyons 𝜎 is characterized by the fermion parity of

their fusion channel in Eq. (3), i.e., it is ‘+’ for the fusion channel of the identity

operator 𝕀 and ‘−’ for the fusion channel of the Majorana fermion 𝜓 . Taking into

account the information encoding (4) in the quantum information language we note

that ‘+’ corresponds to the computational state |0⟩ while ‘−’ corresponds to |1⟩
and therefore the multiplet can be explicitly written in the three-qubit computational

basis as
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|000⟩ ≡ ⟨[𝜎(𝜂1)𝜎(𝜂2)]+[𝜎(𝜂3)𝜎(𝜂4)]+[𝜎(𝜂5)𝜎(𝜂6)]+[𝜎(𝜂7)𝜎(𝜂8)]+⟩
|001⟩ ≡ ⟨[𝜎(𝜂1)𝜎(𝜂2)]+[𝜎(𝜂3)𝜎(𝜂4)]+[𝜎(𝜂5)𝜎(𝜂6)]−[𝜎(𝜂7)𝜎(𝜂8)]−⟩
|010⟩ ≡ ⟨[𝜎(𝜂1)𝜎(𝜂2)]+[𝜎(𝜂3)𝜎(𝜂4)]−[𝜎(𝜂5)𝜎(𝜂6)]+[𝜎(𝜂7)𝜎(𝜂8)]−⟩
|011⟩ ≡ ⟨[𝜎(𝜂1)𝜎(𝜂2)]+[𝜎(𝜂3)𝜎(𝜂4)]−[𝜎(𝜂5)𝜎(𝜂6)]−[𝜎(𝜂7)𝜎(𝜂8)]+⟩
|100⟩ ≡ ⟨[𝜎(𝜂1)𝜎(𝜂2)]−[𝜎(𝜂3)𝜎(𝜂4)]+[𝜎(𝜂5)𝜎(𝜂6)]+[𝜎(𝜂7)𝜎(𝜂8)]−⟩
|101⟩ ≡ ⟨[𝜎(𝜂1)𝜎(𝜂2)]−[𝜎(𝜂3)𝜎(𝜂4)]+[𝜎(𝜂5)𝜎(𝜂6)]−[𝜎(𝜂7)𝜎(𝜂8)]+⟩
|110⟩ ≡ ⟨[𝜎(𝜂1)𝜎(𝜂2)]−(𝜎(𝜂3)𝜎(𝜂4)]−[𝜎(𝜂5)𝜎(𝜂6)]+[𝜎(𝜂7)𝜎(𝜂8)]+⟩
|111⟩ ≡ ⟨[𝜎(𝜂1)𝜎(𝜂2)]−[𝜎(𝜂3)𝜎(𝜂4)]−[𝜎(𝜂5)𝜎(𝜂6)]−[𝜎(𝜂7)𝜎(𝜂8)]−⟩, (5)

where the subscript ± of the pair [𝜎(𝜂i)𝜎(𝜂i+1)]± denotes the fermion parity of the

fusion channel and is + if the state of the pair is |0⟩ and − if the state is |1⟩. If we

now transport adiabatically the Ising anyon with coordinate 𝜂7 along a complete loop

around that with coordinate 𝜂6 this is equivalent to two subsequent applications of

two braid generators B(8,+)
6 (both in the counter-clockwise direction) over the multi-

plet defining the basis (5). Taking the explicit expression for the matrix B(8,+)
6 , where

we have chosen for concreteness the positive parity representation [8] from Ref. [8],

we obtain the following monodromy matrix acting over the 8-fold degenerate mul-

tiplet (5)

(

B(8,+)
6

)2
=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (6)

This result illustrates why non-Abelian statistics is so interesting-by simply exchang-

ing two Ising anyons we obtained a statistical ‘phase’ which is not diagonal-it is

a non-trivial non-diagonal statistical matrix. Other exchanges generate other non-

diagonal matrices acting on the same multiplet (5) and in general these non-diagonal

statistical matrices do not commute, hence the name non-Abelian statistics.

The non-Abelian statistics is definitely a new fundamental concept in two-

dimensional particle physics, which is interesting on its own. However, it might also

have a promising application in quantum computation. Notice that in quantum infor-

mation language the matrix (6) is an implementation of the quantum NOT gate X on

the third qubit [1], i.e.,

(

B(8,+)
6

)2
= X3 = 𝕀2 ⊗ 𝕀2 ⊗ X.
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Because information is encoded globally in degenerate multiplets of quantum

states with n-anyons at fixed positions no local interaction can change or corrupt this

information. In other words, quantum information is hidden from its enemies (noise

and decoherence) which are due to local interactions, however, it is hidden even from

us. In order to read this information non-local topologically nontrivial operations

are needed [4, 9]. This leads to the so-called topological protection of the encoded

information and its processing. For example, for Ising anyons, the unprecedented

precision of quantum information processing is due to the exponentially small prob-

ability for accidental creation of quasiparticle-quasihole pairs which is expressed in

terms of the temperature and the experimentally estimated energy gap 𝛥 ≈ 500 mK

[9–11] resulting in

Error rate ≃
(
kBT
𝛥

)

exp
(

− 𝛥

kBT

)

< 10−30

for temperatures below 5 mK [9].

Given that the new concept of non-Abelian statistics is so interesting a natural

question arises how could it be discovered. Experiments with Fractional Quan-

tum Hall (FQH) states, such as the 𝜈H = 5∕2 state in which non-Abelian anyons

are expected to exist, are conducted in extreme conditions and are difficult and

expensive. On top of that it appeared that there are other candidate FQH states,

such as the 331 state, having the same electric properties and identical patterns of

Coulomb blockaded conductance peaks but without non-Abelian anyons [12]. There-

fore the conductance spectrometry [13–15] of single-electron transistors, which was

expected to detect non-Abelian statistics experimentally, is not sufficient to do that.

A possible resolution of this problem could be to measure the thermoelectric char-

acteristics of the Coulomb-blockaded FQH islands. The thermoelectric conductance,

thermopower and especially the thermoelectric power factor [16–18] considered here

could be the appropriate tools for detecting non-Abelian anyons, should they exist in

Nature.

3 The Pfaffian Quantum Hall State and TQC
with Ising Anyons

The Pfaffian FQH state, also known as the Moore–Read state [19] is the most promis-

ing candidate to describe the Hall state with filling factor 𝜈H = 5∕2, which is rou-

tinely observed in ultrahigh-mobility samples [11, 20, 21]. It is believed to that the

observed state at 𝜈H = 5∕2 is in the universality class of the Moore–Read state [19],

whose CFT is ̂u(1) × Ising.
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1 2

Fig. 2 The qubit scheme of Das Sarma et al. Only two antidots are shown and there are two anyons

with coordinates 𝜂1 and 𝜂2 localized on the antidots

3.1 TQC Scheme with Ising Anyons: Single Qubit
Construction

The TQC scheme proposed by Das Sarma et al. [9] is based on a 𝜈H = 5∕2 FQHE

sample with 4 non-Abelian quasiparticles at fixed positions 𝜂a localized on 4 quan-

tum antidots as shown in Fig. 2. The N-electron wave function describing the sam-

ple with 4 anyons with coordinates 𝜂1,… , 𝜂4 can be expressed as a CFT correlation

function [19]

𝛹qubit (𝜂1, 𝜂2, 𝜂3, 𝜂4, {zi}) = ⟨𝜎(𝜂1)𝜎(𝜂2)𝜎(𝜂3)𝜎(𝜂4)
N∏

i=1
𝜓el(zi)⟩,

where 𝜓el(z) is the field operator of the physical electron at position z in the coordi-

nate plane and 𝜎(𝜂) is the non-Abelian Ising anyon at position 𝜂. Following Eq. (4)

the qubit is in the state |0⟩ if the two anyons 𝜎(𝜂1) and 𝜎(𝜂1) fuse together to the unit

operator 𝕀 while it is in the state |1⟩ if they fuse together to the Majorana fermion 𝜓

and the state could be measured by interferometric measurement of the conductance.

For more details on the TQC scheme of Das Sarma et al. see Refs. [4, 9, 22].

The quantum gates in the TQC scheme with Ising anyons are implemented by

braiding, i.e., by adiabatic exchange of the antidots on which the Ising anyons are

localized. The braiding of the 4 anyons generate two finite two-dimensional repre-

sentations of the braid group B4, which are characterized by the positive or negative

total fermion parity of the 4 anyon fields 𝜎 [8]. Denoting the braid matrices in the

positive-parity representations as B(4,+)
1 = R(4)

12 , B(4,+)
2 = R(4)

23 and B(4,+)
3 = R(4)

34 , where

e.g. R(4)
23 denotes the matrix representing the exchange of the anyons with coordinates

𝜂2 and 𝜂3, we can write them explicitly as [8]
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B(4,+)
1 =

[
1 0
0 i

]

, B(4,+)
2 = ei

𝜋

4
√
2

[
1 −i
−i 1

]

, B(4,+)
3 =

[
1 0
0 i

]

(7)

and similarly for the negative-parity representation (with the corresponding notation)

B(4,−)
1 =

[
1 0
0 i

]

, B(4,−)
2 = ei

𝜋

4
√
2

[
1 −i
−i 1

]

, B(4,−)
3 =

[
i 0
0 1

]

. (8)

Multi-qubit states are realized by adding more pairs of Ising anyons. Since each

qubit state is encoded into one pair of anyons (𝜎𝜎)±, where the subscript ± denotes

the total fermion parity of the pair,

an n-qubit state can be realized by 2n + 2 Ising anyons 𝜎 localized on 2n + 2
antidots. Therefore, the exchanges of the 2n + 2 Ising anyons in the n-qubit

register generate representations of the braid group B2n+2 which are again

characterized by the total fermion parity of the 𝜎 fields.

The last 2 anyons (or any other chosen pair) among the 2n + 2 anyons are inert

because they carry no information–their only purpose is to compensate the total

fermion parity so that the CFT correlation function is non-zero.

Interestingly enough, it was found in Ref. [8], that the generators B(2n+2,±)
j , j =

0,… , 2n + 1, of the braid group B2n+2 can be expressed in terms of the generators

B(2n,±)
j , j = 0,… , 2n − 1, for B2n due to the following recursive relations

B(2n+2,+)
j = B(2n+2,−)

j for 1 ≤ j ≤ 2n

B(2n+2,±)
j = B(2n,±)

j ⊗ 𝕀2 for 1 ≤ j ≤ 2n − 3

B(2n+2,±)
j = B(2n,±)

j−2 ⊕ B(2n,∓)
j−2 for 3 ≤ j ≤ 2n + 1. (9)

Using the recursion relations (9) together with Eqs. (7) and (8) we can find explic-

itly all braid generators. This will allow us to build almost all quantum gates as prod-

ucts of the braid generators and implement them by subsequent braiding of Ising

anyons. We emphasize here that all quantum gates which can be implemented by

braiding of non-Abelian anyons are topologically protected hardware for topological

quantum computers [4].

3.2 Single-Qubit Gates: The Pauli X Gate

The first gate which has been implemented by braiding of Ising anyons [9] is the

NOT gate [1] which is usually denoted as the Pauli X matrix
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Fig. 3 Braiding diagram for

the Pauli X gate and its

quantum computation

symbol

4
3
2
1

X

X ≡ (R23)2 =
(

B(4,±)
2

)2
=
[
0 1
1 0

]

.

It can be realized by taking the anyon with coordinate 𝜂2 along a complete loop

around the anyon with coordinate 𝜂3. Using Eqs. (7) and (8) we can easily check that

the square of the generator B(4,±)
2 indeed implements the NOT gate and this process

corresponds to the braid diagram given in Fig. 3.

3.3 The Hadamard Gate

Another important single-qubit gate is the Hadamard gate [1]. It can be implemented

by braiding [22, 23] as follows: first exchange the anyons with coordinates 𝜂1 and 𝜂2,

then exchange the anyons with coordinates 𝜂2 and 𝜂3 and finally exchange again the

anyons with coordinates 𝜂1 and 𝜂2, as shown in the braid diagram in Fig. 4 which is

equivalent to exchanging counter-clockwise first the anyons with coordinates 𝜂1 and

𝜂3 and then taking the anyon with coordinate 𝜂2 along a complete loop around that

with coordinate 𝜂1, i.e.

H ≃
(
R12

)2 R13 = R12R23R12 = B(4,±)
1 B(4,±)

2 B(4,±)
1 = ei

𝜋

4
√
2

[
1 1
1 −1

]

, (10)

where Rij in the notation of Refs. [22, 23] is the operation representing the counter-

clockwise exchange of anyons with coordinates 𝜂i and 𝜂j.

3.4 Two-Qubits Construction

Taking into account the quantum information encoding into the Ising anyon pairs

fusion channel, specified in Eq. (4), we consider the following 6 Ising anyons real-

ization of the two-qubit computational basis in the Ising TQC

Fig. 4 Hadamard gate

implemented by braiding and

its quantum computation

symbol

4
3
2
1

H
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Fig. 5 Two qubits

constructed from 6 Ising

anyons 𝜎(𝜂i) at fixed

positions 𝜂i
1η 2η 3η 4η 5η 6η

qubit 1 qubit 2

|00⟩ ≡ ⟨𝜎+𝜎+𝜎+𝜎+𝜎+𝜎+⟩, |01⟩ ≡ ⟨𝜎+𝜎+𝜎+𝜎−𝜎+𝜎−⟩

|10⟩ ≡ ⟨𝜎+𝜎−𝜎+𝜎−𝜎+𝜎+⟩, |11⟩ ≡ ⟨𝜎+𝜎−𝜎+𝜎+𝜎+𝜎−⟩,

as shown in Fig. 5, where the first pair of Ising anyons (with coordinates 𝜂1 and 𝜂2)

correspond to the first qubit, the third pair of Ising anyons (with coordinates 𝜂5 and

𝜂6) represents the second qubit and the two Ising anyons between them (with coordi-

nates 𝜂3 and 𝜂4) is an inert pair which, on one side compensates total fermion parity

so that the correlation function is non-zero, while on the other side creates topolog-

ical entanglement between the two Ising qubits which can be used to construct by

braiding some entangling two-qubit gates, such as the CNOT gate.

3.5 Two-Qubit Gates: The Controlled-NOT Gate

The two-qubit CNOT gate is one of the most important resource for quantum com-

putation [1] because this entangling gate can transfer information from one qubit to

another. Moreover, due to the CNOT gate, one can express any n-qubit gate, which

can be written as a unitary matrix from the group SU(2n), as a product of single-qubit

gates (two-dimensional unitary matrices in tensor product with n − 1 unit matrices 𝕀2
completing the dimension of the matrix to 2n) with two-qubit gates (four-dimensional

unitary matrices in tensor product with n − 2 unit matrices 𝕀2 unit matrices com-

pleting the dimension of the matrix to 2n), see Ref. [1]. In this subsection we will

demonstrate that the CNOT gate can be constructed explicitly in terms of 6-anyon

elementary braidings using the notations of Ref. [22] in which Ri,i+1 = B(6,+)
i are the

representations of the generators of the braid group B6 corresponding to the ele-

mentary braids of 6 Ising anyons.

Our strategy [22, 23] is to use first the well known connection [1] between the

CNOT and the Controlled-Z (CZ) gate, which is the diagonal matrix with the follow-

ing elements on the diagonal CZ = diag(1, 1, 1,−1), in terms of the Hadamard gate
2

acting on the second qubit H2 = 𝕀2 ⊗ H and then to try to construct the diagonal

gate CZ in terms of the diagonal braid generators. It is not difficult to check [22] that

R12R−1
34R56 = diag(1, 1, 1,−1) and R56R45R56 = H2 so that one realization of CNOT

is

2
recall that the single-qubit Hadamard gate has been constructed in Eq. (10).
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Fig. 6 The CNOT gate realized by braiding of 6 Ising anyons and its quantum computation symbol

CNOT = H2 CZ H2 = R56R45R−1
56R

−1
34R12R45R56 ≃

⎡
⎢
⎢
⎢
⎣

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

⎤
⎥
⎥
⎥
⎦

.

Alternatively the CNOT can be constructed by another combination of 6-anyon

braids, namely

CNOT = R−1
34R45R34R12R56R45R−1

34 ,

which is graphically shown on Fig. 6

What is remarkable in this construction of the CNOT gate by braiding 6 Ising

anyons is that it is completely topologically protected and consist only 7 ele-

mentary braids. Unfortunately, the construction of the embedding of the two-

qubit CNOT into Ising systems with more than 2 qubits is not possible by

braiding Ising anyons only [24] which is a clear limitation of the Ising TQC.

In the rest of this paper we will focus on how non-Abelian Ising anyons could

be detected experimentally if they exist. We start by the description of the Coulomb

blockaded quantum Hall islands which are equivalent to single-electron transistors

and review their conductance spectroscopy and then we will consider the thermo-

electric characteristics of these islands.

4 Coulomb-Blockaded Quantum Hall Islands: QD and SET

The experiments, which are expected to shed more light on the nature of the quasi-

particle excitations in FQH states, are performed in single-electron transistors (SET)

constructed as Coulomb blockaded islands, or quantum dots, equipped with drain,

source and side gates as shown in Fig. 7. The quantum dot (QD) is realized by split-

ting a larger FQH bar with the help of two quantum point contacts (QPC) and it is

assumed that the left- and right- FQH liquids are much larger in size than the QD,
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Fig. 7 Single-electron transistor

so that the energy spacing in the left- and right- FQH liquids is much smaller [25]

than the energy spacing in the QD, which is proportional to ℏ2𝜋vF∕L, where vF is

the Fermi velocity of the electrons on the QD’s edge and L is the circumference of

the edge. When L is small enough the energy spacing is big and the QD’s energy

levels are discrete. In this setup, for low temperatures, electron can tunnel from the

left FQH liquid to the QD and then to the right FQH liquids only when the chemical

potentials of the left and right FQH liquids are aligned with some of the discrete

energy levels of the QD. On the other hand, changing the potential of the side gate,

which is capacitively coupled to the QD, continuously shifts up or down the energy

levels of the QD. Therefore, measuring the electric conductance as a function of the

gate voltage can be viewed as precise energy level spectroscopy of the QD and this

can be used to distinguish FQH systems.

4.1 Coulomb Island’s Conductance–CFT Approach

We are going to use the Grand canonical partition function for a FQH disk, whose

edge could be described by an effective rational unitary CFT [6, 26, 27]. The Grand

partition function for the edge of the FQH disk can be written as

Z(𝜏, 𝜁 ) = trHedge
e−𝛽(H−𝜇N) = trHedge

e2𝜋i𝜏(L0−c∕24)e2𝜋i𝜁J0 , (11)

where the Hamiltonian H = ℏ
2𝜋vF
L

(

L0 −
c
24

)

is expressed in terms of the zero mode

L0 of the Virasoro stress-energy tensor [6] with central charge c, the electron number

operator N = −
√
𝜈HJ0 is expressed in terms of the zero mode of the ̂u(1) current and

𝜈H is the (quantum) Hall filling factor. The trace is taken over the Hilbert space Hedge
for the edge states and might depend on the type and number of the quasiparticles
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which are localized in the bulk. The modular parameters 𝜁 and 𝜏 of the rational CFT

[6], which appear in Eq. (11) are related to the temperature T and chemical potential

𝜇 as follows

𝜏 = i𝜋
T0
T
, T0 =

ℏvF
𝜋kBL

, 𝜁 = −i 𝜇

2𝜋kBT
= 𝜇

𝛥𝜀

𝜏, 𝛥𝜀 = ℏ

2𝜋vF
L

, (12)

where vF is the Fermi velocity on the edge, L is the edge’s circumference and kB is

the Boltzmann constant.

When the FQH disk is threaded by perpendicular magnetic field B the edge is

affected by the flux of this field BA, where A is the area of the disk and the concrete

type of the field B is not important. Therefore we can assume that the disk is threaded

by Btotal = B0 + B, where B0 is a constant homogeneous magnetic field, correspond-

ing to the center of a FQH plateau, while B is magnetic field of the Aharonov–Bohm

(AB) type. This is very convenient because the AB flux can be treated analytically

[28] and the disk CFT partition function Z
𝜙
(𝜏, 𝜁 ) in presence of (dimensionless) AB

flux 𝜙 is simply obtained by a shift in the modular parameter 𝜁 → 𝜁 + 𝜙𝜏 [28], i.e.

Z
𝜙
(𝜏, 𝜁 ) = Z(𝜏, 𝜁 + 𝜙𝜏), 𝜙 = e

h
(Btotal − B0)A, (13)

where h is the Plank constant. Interestingly enough, the variation of the side-gate

voltage is affecting the QD in the same way [17] as the AB flux 𝜙 through the exter-
nally induced electric charge Qext on QD, which changes continuously with the gate

voltage Vg

−
CgVg

e
≡ 𝜈H𝜙 = Qext , (14)

where Cg is the capacitance of the gate. Therefore we can use the partition function

(13) to compute various thermodynamic quantities as functions of the gate voltage

Vg.

The Grand potential on the edge, in presence of AB flux 𝜙 or gate voltage Vg
defined in Eq. (14), can be expressed as

𝛺
𝜙
(T , 𝜇) = −kBT lnZ

𝜙
(𝜏, 𝜁 ), (15)

where Z
𝜙

is defined in Eq. (13) and the thermal average of the electron number can

be computed by [15]

⟨Nel(𝜙)⟩𝛽,𝜇N
= −

𝜕𝛺
𝜙
(𝛽, 𝜇N)
𝜕𝜙

+ 𝜈H𝜙 + 𝜈H

(
𝜇N

𝛥𝜀

)

= 𝜈H

(

𝜙 +
𝜇N

𝛥𝜀

)

+ 1
2𝜋2

(
T
T0

)
𝜕

𝜕𝜙

lnZ
𝜙
(T , 𝜇N), (16)
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where 𝜇N is the chemical potential of a QD with N electrons. Similarly, the edge

conductance Gis of the Coulomb blockade island, in presence of AB flux 𝜙 or gate

voltage Vg defined in Eq. (14), can be computed by [15]

Gis(𝜙) =
e2
h

(

𝜈H + 1
2𝜋2

(
T
T0

)
𝜕
2

𝜕𝜙
2 lnZ𝜙(T , 0)

)

. (17)

As an example the profile of the conductance for the Pfaffian FQH disk is given

in Sect. 5.

4.2 Thermopower: A Finer Spectroscopic Tool

The thermopower, or the Seebeck coefficient [25], is defined as the potential differ-

ence V generated between the two leads of the SET when the temperatures TL and

TR of the two leads is different and 𝛥T = TR − TL ≪ TL, under the condition that

I = 0. Usually thermopower is expressed [25] as the ratio GT∕G, where GT and G
are the thermal and electric conductances respectively, however for a SET, both G
and GT are 0 in large intervals of gate voltages, called the Coulomb valleys, so it is

more convenient to use another expression for thermopower [25]

S ≡ − lim
𝛥T→0

V
𝛥T

|
|
|
|I=0

= −
⟨𝜀⟩

eT
, (18)

where ⟨𝜀⟩ is the average energy of the tunneling electrons through the SET. It is

intuitively clear that the average tunneling energy can be expressed in terms of the

total energies of the QD with N + 1 electrons and of the QD with N electrons as

⟨𝜀⟩
𝜙

𝛽,𝜇N
= E𝛽,𝜇N+1

QD (𝜙) − E𝛽,𝜇N
QD (𝜙),

where the total QD energy (with N electrons on the QD) can be written (in the Grand

canonical ensemble) as

E𝛽,𝜇N
QD (𝜙) =

N0∑

i=1
Ei + ⟨HCFT(𝜙)⟩𝛽,𝜇N

.

HereEi, i = 1,… ,N0 are the occupied single-electron states in the bulk of the QD,

and ⟨⋯⟩
𝛽,𝜇

is the Grand canonical average ofHCFT on the edge at inverse temperature

𝛽 = (kBT)−1 and chemical potential 𝜇. However, because we are working with Grand

canonical partition functions the difference of the thermal averages ⟨N(𝜙)⟩
𝛽,𝜇N+1

−
⟨N(𝜙)⟩

𝛽,𝜇N
of the electron numbers of the QDs with N + 1 and N electrons is not 1

for all values of Vg, as can be seen if we plot this difference using Eq. (16). Therefore,

it is more appropriate to express the average tunneling energy as [17]
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⟨𝜀⟩
𝜙

𝛽,𝜇N
=

⟨HCFT(𝜙)⟩𝛽,𝜇N+1
− ⟨HCFT(𝜙)⟩𝛽,𝜇N

⟨Nel(𝜙)⟩𝛽,𝜇N+1
− ⟨Nel(𝜙)⟩𝛽,𝜇N

. (19)

All thermal averages in Eq. (19) can be computed within our CFT approach from

the partition function (13) for the FQH edge in presence of AB flux 𝜙 or gate volt-

age Vg. For example, the electron number average can be computed from Eq. (16),

while the edge energy average can be computed from the standard Grand canonical

ensemble expression

⟨HCFT(𝜙)⟩𝛽,𝜇N
= 𝛺

𝜙
(T , 𝜇N) − T

𝜕𝛺
𝜙
(T , 𝜇N)
𝜕T

− 𝜇N
𝜕𝛺

𝜙
(T , 𝜇N)
𝜕𝜇

(20)

where 𝛺
𝜙
(T , 𝜇N) is defined in Eq. (15) and the chemical potentials 𝜇N and 𝜇N+1

corresponding to QD with N and N + 1 electrons respectively are given by [17]

𝜇N = −1
2
𝛥𝜀, 𝜇N+1 =

1
2
𝛥𝜀,

where 𝛥𝜀 is defined in Eq. (12). One very interesting thermoelectric quantity is the

thermoelectric power factor PT , which is defined as the electric power P generated

by the temperature difference 𝛥T and can be expressed from Eq. (18) in terms of the

thermopower S and the electric conductance G as [17]

P = V2∕R = PT (𝛥T)2, PT = S2G, (21)

where R = 1∕G is the electric resistance of the CB island. In the next section we will

calculate the power factor for SET in the Pfaffian FQH state.

5 The Pfaffian Quantum Hall State

Here we will consider the case of the Pfaffian SET with even number of quasiparticles

localized in the bulk, which is promising from the experimental point of view. The

disk partition function for this case is given by [17]

Zeven(𝜏, 𝜁 ) = K0(𝜏, 2𝜁 ; 8)ch0(𝜏′) + K4(𝜏, 2𝜁 ; 8)ch1∕2(𝜏′) (22)

where q = e2𝜋i𝜏 = e−𝛽𝛥𝜀, 𝛽 = (kBT)−1 and 𝜏
′ = (vn∕vc)𝜏 takes into account the antic-

ipated difference in the Fermi velocities vn and vc of the neutral and charged modes

respectively. The u(1) partition functions K are those of the Luttinger liquid and are

defined (upto an unimportant 𝜁 -independent multiplicative factor) as [6, 17]
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Fig. 8 Thermopower (left) and conductance (right) of the Pfaffian state with even number of bulk

quasiparticles

Kl(𝜏, 𝜁 ;m) ∝
∞∑

n=−∞
q

m
2

(

n+ l
m

)2

e2𝜋i𝜁
(

n+ l
m

)

, (23)

where l corresponds to static quasiparticles localized in the bulk with the electric

charge l∕4. The neutral-sector partition functions in Eq. (22) are defined as [17]

ch0,1∕2(𝜏) =
q−1∕48

2

( ∞∏

n=1
(1 + qn−1∕2) ±

∞∏

n=1
(1 − qn−1∕2)

)

,

where the subscript denotes the vacuum or the Majorana fermion as a neutral topo-

logical charge of the bulk quasiparticles. Using the explicit partition function (22)

and substituting again in Eqs. (17), (19), (16), and (20) we can compute the conduc-

tance and the thermopower for the Pfaffian state with even number of bulk quasi-

particles and plot them for T = T0 in Fig. 8. The centers of the conductance peaks

correspond to the zeros of the thermopower, however, the conductance peaks are

grouped in pairs and the sawtooth curve of the thermopower is modulated in a cor-

responding way. This modulation is due to the neutral sector of the corresponding

CFT and its vanishes when the ratio r = vn∕vc becomes much smaller than 1 since

then the role of the neutral part is decreased.

Next, using the computed thermopower for the Pfaffian FQH state with even

number of bulk quasiparticles and Eq. (21) we plot in Fig. 9 the power factor pro-

file, together with the conductance [17] for T = T0 with r = 1. This modulation of

power factor’s dips could in general be used to estimate experimentally the ratio

r = vn∕vc by measuring the two periods 𝛥𝜙1 and 𝛥𝜙2 between the dips because [17]

𝛥𝜙1 = 2 − r and 𝛥𝜙2 = 2 + r, see Fig. 9.
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Fig. 9 Thermoelectric power factor (left) and conductance (right) of the Pfaffian state with even

number of bulk quasiparticles
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Structure and Dynamics



Rb𝟐(𝟑𝚺+
u ) Dimer Interacting with He Atoms:

Quantum Structures of Small Clusters
and Reactive Scattering Calculations
Rb + RbHe→Rb𝟐(𝟑𝚺+

u , v) + He at Ultralow
and Intermediate Energies

Gerardo Delgado-Barrio and Pablo Villarreal

Abstract We review in this work some studies done in our group on complexes

involving a rubidium dimer in its lowest triplet state and several helium atoms. By

freezing the Rb2 bond length, a suitable analytical form was fitted to an accurate

ab initio 2D potential energy surface (Rodríguez-Cantano et al., J Phys Chem A

116:2394 (2012)) for the three-body complex He-Rb2(
3Σu), and energetic and geo-

metric properties of small (
4
He)N-Rb2(

3Σu) clusters, 1 ≤ N ≤ 4, were determined

by using a variational treatment. The calculations show a transition in the arrange-

ment of the Helium atoms from N = 2, where they tend to be separated across the

diatom bound, toN = 4, in which a closer packing of the rare gas particles is reached.

The deepest well of the He-Rb2 interaction is placed at the T-shape configuration,

a feature which makes the dopant to be parallel to the Helium “minidroplet”. In

turn, by using the best available full dimensional potential energy surface (Guillon

et al., J Chem Phys 136:174307 (2012)) atom-diatom reactive collisions were investi-

gated. A simple model (Rodríguez-Cantano et al., J Chem Phys 142: 164304 (2015))

was applied to estimate reactive probabilities for different values of the total angular

momentum. Noticeable values of the probabilities in the ultracold regime, fulfilling

numerically the Wigner threshold law, support the feasibility of the reaction process.

The rubidium dimer is mainly produced at high vibrational states, and the reactivity

is more efficient for a bosonic helium partner than for the fermion one.

PACS number: 34.50.Lf ⋅ 34.50.Cx ⋅ 34.10.+x ⋅ 34.20.-b

1 Introduction

Helium nanodroplets provide an ideal matrix for aggregation and stabilization of a

variety of weakly bound complexes and for trapping atoms and molecules in a weakly
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interacting environment. The helium droplet technique combines the benefits of both

the gas phase and the classical matrix-isolation techniques [1]. Nanodroplets of
4
He

and/or
3
He of different sizes constitute a good spectroscopic environment where non-

homogeneous quantum systems can be studied in detail. Understanding of complex

structures of atoms and molecules requires to start with well-defined structures and

well-defined distributions of populated states. This calls for spectroscopic studies at

very low temperatures. In this regard, spectroscopic experiments involving helium

droplet beams (Helium nanodroplet isolation (HENDI)) proved, since their introduc-

tion in 1992 [1], to be a versatile method that obtains temperatures below 1 K and

offers the possibility of studying well-defined and complex structures of atoms and

molecules [2].

Superfluid helium creates a gentle matrix around the impurities and due to the

very weak interactions of helium atoms with other atoms or molecules allows mea-

surements of the spectra with high precision. Consequently, helium-nanodroplet

spectroscopy enables very accurate probing of molecules or clusters which cannot

be investigated in the gas phase due to their instability. Today, the field of helium

droplets is well established and several review articles have appeared during the last

decade highlighting a variety of experimental as well as theoretical aspects [1, 3–12].

The solvation process of an atomic or molecular impurity in an helium drop

depends on the competition between the different interactions He-He and

He-impurity. If the stronger interaction is the He-He the impurity will be located

outside of the Helium drop, if the situation is the opposite, the dopant will be in

the inner part of the drop. The attraction between two helium atoms is very weak

(only ∼8 cm
−1

) and thus weaker than most of the He-dopant interactions, neverthe-

less there are He-impurity potentials smaller than He-He ones, this is the case of He

with alkali atoms [13].

Their dimers behave in the same way and have been extensively studied by the

groups of Ernst and Stienkemeier: predictions for the observation of KRb spectra

under cold conditions and (HENDI) experiments [14, 15] and also with Na2 [16].

More recent papers of these groups, in this field, are the reinvestigation of the Rb2
(2)

3Πg-a3Σ+
u band [17], and a wave packet dynamics study of alkali dimers [18].

The conclusion is that the diatom is placed in a dimple on the surface of the helium

nanodroplet, which produce small modifications in the spectroscopic properties of

the impurity [19].

Several theoretical studies have appeared the last years on alkaline dimers in

helium clusters. Bovino et al. [20] have presented Diffusion Monte Carlo (DMC)

calculations on Li2 dimers, singlet and triplet species. They shown that the dimers

remain on the surface of small helium clusters, up to 30 particles, in a perpendicular

or in a parallel arrangement with respect to the rare gas depending on the
1Σ/

3Σ spin

state. Later our group published a new Potential Energy Surface (PES) for the com-

plex He-Cs2(
3Σu) [21], that allowed a Path Integral Monte Carlo (PIMC) [22] and

DMC [23] calculations for (
4
He)N-Cs2(

3Σu), 1 ≤ N ≤ 30, (see also Refs. [24–28] for

other studies on clusters of dimer with Helium, with Br2 and ICl).

In a recent paper Guillon et al. have presented a PES for the He-Rb2(
3Σu) sys-

tem and using this PES they have performed DMC and PIMC calculations on
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(
4
He)N-Rb2(

3Σu) clusters [29]. They have interpolated their ab initio points by using

the RKHS method [30]. To continue the analysis of this weakly bound many-particle

complexes, we have reported a new He-Rb2(
3Σu) PES [31] and after that, we did

some variational and DMC studies of the (
4
He)N-Rb2(

3Σu) clusters, 1 ≤ N ≤ 4;

finally we have compared our results with those of Guillon et al. [29]. Both PESs are

very similar, but our model makes the dynamical calculations very fast,

reducing the computational effort. Due to the similarities between the

He-Cs2(
3Σu) and He-Rb2(

3Σu) PES’s, one can expect many similar results in both

systems, assumption that was confirmed [22–24, 26–29].

High-spin alkali dimers have attracted during the last decade considerable atten-

tion mainly due to their role in producing samples of cold molecules [32]. Transla-

tionally cold alkali-metal molecules have been produced [33–36]. The molecules are

usually produced in weakly bound states corresponding to high vibrational excita-

tions [37, 38]. In the earlier studies they have focused on heteronuclear and homonu-

clear mixtures of the lighter species, Li, Na, and K, more recently on the heavier Rb

and Cs molecules [39], while currently have extended to ultracold polar alkali-alkali

earth molecules [40, 41].

Rubidium dimers, in their lowest triplet state, have been formed on the surface of

cold helium droplets [42, 43], as it was expected due to the very weak high-spin alkali

dimers and helium atoms interaction, the alkali metal atoms remain on the helium

surface, where they can skate, forming cold molecules through collisions [43, 44],

These collisions lead preferentially to high spin (triplet) state alkali dimers [17, 43],

as the binding energy that is released during the collision is larger for the low spin

(singlet) state for which the subsequent evaporation of the droplet could be signifi-

cant. In fact, singlet states, with a stronger bond, may cause either the desorption of

the alkali molecule or the complete evaporation of small helium clusters, and thus,

triplet-state alkali dimers were selectively produced [15]. Later on the dynamics of

these complexes have been extensively studied (see Refs. [45–47]).

We have addressed to the collisional formation of rubidium dimers in the presence

of just one helium atom as a preliminary step for analyzing the feasibility of the skat-
ing mechanism. We have calculated reactive probabilities for the collisional process

87
Rb +

87
Rb

n
He→Rb2(

3Σ+
u , v) +

n
He, n= 3, 4, by means of a simplified model [48]

which is based on the Rosen treatment to study the lifetime of a linear triatomic

molecule [49]. It is clear that a full scattering treatment would be better by solving

the corresponding close-coupling equations in the energy domain. Nevertheless, in

this case we have very low collision energies, together with the moderate well-depths

leading up a long spatial range of integration with small steps. Even more if several

total angular momentum values are taken, all of these lead to an extremely difficult

computational problem.

Guillon et al. have calculated an accurate three-dimensional (PES) of He-Rb2
[50], with the proper long range behavior. They have also reported in that paper a

study on the vibrational relaxation of Rb2 molecules by collisions with He for a total

angular momentum J = 0 at low vibrational states of the rubidium dimer and after

that they have extended to higher (J ≤ 20) angular momenta [51]. In our work [48]
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the coupling of final vibrational states of rubidium dimer was neglected, as well as

the hyperfine, spin-spin, and spin-rotation terms in the Rb2 molecule.

The structure of the article is as follows: in Sect. 2 we describe the interaction

potentials employed in the present work. In Sect. 3 we provide details on the varia-

tional and reactive theoretical treatments. In Sect. 4 we present and discuss the main

approximations involved in our calculations and the results obtained. Finally, our

conclusions and some prospectives are presented in Sect. 5.

2 The Interaction Potentials

2.1 2D Model

For describing the PES of He-Rb2(
3Σu) complex W(r,R, 𝜃), Jacobi coordinates

(r,R, 𝜃) were used, where r is the vector joining the two atoms of the dimer (r ≡ |r|),
R is the vector of the He atom with respect to the center of mass of the Rb2 (R ≡ |R|),
and 𝜃 is the angle between R and r.

All ab initio calculations were performed with the Gaussian03 program [52] and

all the details are shown in Ref. [31]. These calculations to determine W(r,R, 𝜃)were

done with the spin restricted single and double excitations coupled cluster method

with perturbative triples [RCCSD(T)] correlating only the valence electrons.

In the first step, we have calculated, with the CCSD(T) method, the potential curve

of the Rb2, by using different basis sets and several effective core potentials (ECP).

In Table 1 we present for the isolated dimer, the values of req, and of De (the well-

depth). The agreement between recent experimental data, on the dimer Expt. Beser et

al. [53], and the theoretical results Soldán [54] are quite good. To determine the three

body PES, keeping on the computational effort within aceptable limits, we selected

the def2-TZVP [55] basis set, which uses the ECP28MWB pseudopotential [56].

The first two bound levels held by this potential are: E0 = −188.289 and E1 =
−176.372 cm

−1
. If we use the corresponding wave-functions we can obtain the

averaged values r̄v = ⟨v |r| v⟩, v = 0, 1, and the r̄01 = ⟨v = 0 |r| v = 1⟩ non-diagonal

term. The values in (Å) are: r̄0 = 6.39, r̄1 = 6.46, and r̄01 = 0.18. The small

Table 1 Theoretical values of equilibrium distance, req, and well-depth De, of the rubidium dimer,

together with some experimental data

Ref. [31] req (Å) De (cm
−1

)

def2-TZVP [55] 6.35 194.37
def2-TZVPP [55] 6.35 196.80
def2-QZVP [55] 6.35 196.14
Expt. Beser et al. [53] 6.069 241.45
Soldán [54] 6.208 229.6
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values of the difference r̄0 − req = 0.04 Å and r̄01, together with the weakness of

the He-Rb2 interaction as compared with the vibrational diatomic spacing, make

almost negligible the difference of the results when we take the rubidium dimer as a

rigid rotor, with bond-length fixed at req within the complex, or to take into account

its vibrational content at v = 0.

In order to decide the basis set for the He atom we have calculated the interaction

energies, using the supermolecular approach including the BSSE correction [57],

with several basis sets in [RCCSD(T)]. Finally we have used the aug-cc-pVQZ that

produces small differences with the results provided by a better, but which leads to

greater computational effort, aug-cc-pV5Z basis [29].

To represent the PES for the HeRb2, we have used an analytical function to fit

the CCSD(T) ab initio points, where the diatomic bond-length remains at its equi-

librium distance req = 6.35 Å. The 2D function W(req,R, 𝜃), was written as an addi-

tion of the two angle-dependent He-Rb interactions, each of them represented by a

Lennard-Jones function, W(req,R, 𝜃) ≡ V(̃R1, 𝜃) + V(̃R2, 𝜃), with V(x, 𝜃) =

d(𝜃)
[(

x̄(𝜃)
x

)12
− 2

(
x̄(𝜃)
x

)6
]

. where ̃Ri is the distance from the helium to the i-th

rubidium atom, and d(𝜃) and x̄(𝜃) are, at a fixed orientation 𝜃, the well-depth and

the equilibrium distance, respectively.

By using a cubic spline fitting to the calculated ab initio points one gets values of

d and x̄ for each 𝜃 angle and then a two-parameter expression of these coefficients on

the orientation angle, d(𝜃) = d(0) +
[

d
(

𝜋

2

)

− d(0)
]

sin2𝛼(𝜃), and a similar expres-

sion for x̄(𝜃) are assumed. The final fit to the ab initio points produces values of

𝛼 = 15.214 for d(𝜃) and 𝛼 = 6.173 for x̄(𝜃). If we plot W(req,R, 𝜃) obtained using

the procedure above described together with the ab initio data, the agreement is really

good.

2.2 3D Model

The 3D PES describing the He-Rb2(
3Σu) complex is decomposed as the sum of three

two-body (2B) terms, plus a three-body (3B) residual part:

VTOT(R1,R2,R3) = V2B
Rb−Rb(R1) + V2B

Rb−He(R2) + V2B
Rb−He(R3)

+ V3B(R1,R2,R3), (1)

where R1 and R3 are the distances from the incoming Rb atom to the Rb and He

atoms, in the RbHe complex, respectively, while R2 is the diatomic Rb-He distance.

We have analytically represented the 2B terms, as:

V2B(R) = VM(R) × f (R;Rm, 𝛽)

+ (
C6

R6 +
C8

R8 +
C10

R10 ) × [f (R;Rm, 𝛽) − 1]. (2)
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Table 2 Parameters of the 2B interactions

D (cm−1) 𝛼 (Å
−1) Re (Å) 𝛽 (Å

−1) Rm (Å) C6 (Eha60) C8 (Eha80) C10
(Eha100 )

Rb-Rb 223.6471 0.6928 6.1067 1.3280 10.8116 4.707× 10
3

5.730× 10
5

7.665× 10
7

Rb-He 0.9363 0.8130 7.4497 1.6820 9.5921 4.469× 10
1

3.145× 10
3

3.038× 10
5

In this equation VM(R) is a Morse potential describing the well region, Cn, n =
6, 8, 10, are the long-range coefficients, and f (R;Rm, 𝛽) = {1 − tanh[𝛽(R − Rm)]}∕2
is a matching function connecting the two ranges.

All the parameters of the 2B part were obtained by using non-linear least-square

fittings, and are shown in Table 2. Concerning the 3B part, it was fitted by a repro-

ducing kernel Hilbert space (RKHS) method [30] following a recent paper Ref. [50]

where the ab initio points were obtained.

3 Theoretical Approachs

3.1 The Variational Treatment

The Hamiltonian for the HeRb2 system, where the diatomic is fixed at the equilibrium

distance, can be written in Jacobi coordinates as [58, 59]:

H = − ℏ

2

2𝜇Rb2
𝛁2
r −

ℏ

2

2𝜇
𝛁2
R +W(R), (3)

where 𝜇Rb2 and 𝜇 are the Rb2 and the He-Rb2 reduced masses, respectively. W(R)
is the HeRb2 interaction, W(req,R, 𝜃), where R ≡ (R, 𝜃). In the first part of this work

the dimer is treated, as a
1Σ rigid rotor at its equilibrium distance, req, and therefore

the spin effects are neglected [21, 60] and its Hamiltonian has only the kinetic term.

The angular momentum j is associated to the vector r and the angular momentum l
to R, yielding the total angular momentum vector J = j + l.

In a body-fixed (BF) frame, where the ZBF
axis is parallel to R, we have used the

basis set of wave-functions:

ΦJM
njΩ(r̂,R) = fn(R)WJM

jΩ (r̂, ̂R). (4)

In this basis set fn are radial functions associated with the He-Rb2 stretching motion.

In order to get these fn, in a first step we have numerically solved, for the ground state

energy level, Ek, a set of Schrdinger equations at different orientations {𝜃k}k=1,K :
{

− ℏ

2

2𝜇
𝜕

2

𝜕R2 +W(R; 𝜃k)
}

𝜙(R; 𝜃k) = Ek𝜙(R; 𝜃k). After that, the eigenfunctions 𝜙(R; 𝜃k)
are orthogonalized, given rise to an orthonormal set {f (R)}n=1,K . The angular
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functions WJM
jΩ depend on unitary vectors r̂, ̂R, with r̂ ≡ (𝜃, 𝜙) being the orientation

in the BF frame and ̂R ≡ (𝜃R, 𝜙R) the orientation with respect to a space-fixed (SF)

frame. A symmetry-adapted basis set composed of functions of Eq. (4) is used to

expand the total wave-function, taking into account the relevant symmetry operators

of the system [61, 62], and finally, the Hamiltonian matrix is diagonalized [63].

For the complex He2Rb2, its Hamiltonian, in satellite coordinates and also at

r = req, can be expressed as [61]:

H = − ℏ

2

2𝜇Rb2
𝛁2
r +

2∑

i=1

(

− ℏ

2

2𝜇
𝛁2
i +W(Ri)

)

− ℏ

2

2mRb
𝛁1 ⋅ 𝛁2 + V

(
|
|R1−R2

|
|

)
, (5)

wheremRb is the rubidium mass,Ri are the coordinates of the two rare gas atoms with

respect to the center of mass of the Rb2, and V
(
|
|R1−R2

|
|

)
is the potential between

the two Helium atoms [61].

In this case the total wave-function in the ZBF
axis was written as a linear combi-

nation of the basis set [61]:

ΦJK
q1q2LΩ

(r̂, ̂R1,
̂R2) = fn1 (R1)fn2 (R2)WJK

l1l2LΩ
(r̂, ̂R1,

̂R2), (6)

where we have collected, for each helium atom, in a general index: {qi}≡{li, ni}, the

corresponding orbital quantum number and the He vibration; with L the quantum

number corresponding to the total orbital angular momentum L = l1 + l2 and ̂Rk ≡

(𝜃k, 𝜙k) the orientations of the particles 1 and 2 in the BF frame. The fk’s are the

radial functions obtained as before, and WJK
l1l2LΩ

(r̂, ̂R1,
̂R2) are the angular functions.

All the details are shown in [61].

In the case of HeNRb2 with N ≥ 3 we have used an approximate method [22],

where the Hamiltonian was written as:

H = − ℏ

2

2𝜇Rb2
𝛁2
r +

N
2

2∑

i=1

(

− ℏ

2

2𝜇
𝛁2
i +W(Ri)

)

+
(
N
2

)

V
(
|
|R1−R2

|
|

)
. (7)

3.2 The Reaction Model

In this subsection we describe an approximate method, related with an old idea

proposed by Rosen in 1933 [49] to study the lifetimes of unstable linear triatomic

molecules. The main idea, in the Rosen approach, was to choose a set of coordi-

nates which produces an almost separable problem. It would be separable if one

neglects some of the smaller terms in the Hamiltonian, which are later introduced as

a perturbation that contains the couplings among the zero-order states via a Golden

Rule expression. In a previous paper [48] we extended the Rosen treatment to study
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a full-collision process instead a half-collision (dissociation) one. In that paper we

were studying the reaction of a rubidium atom that collides with a HeRb dimer to

produce Rb2(
3Σ+

u ) + He. We need to calculate the reaction probability of a rubidium

atom that collides at an energy 𝜖1 with a HeRb dimer to produce Rb2(
3Σ+

u ,𝓁
′
1, v),where

the He atom is ejected with an energy 𝜖2 and an orbital angular momentum 𝓁′
2.

The Hamiltonian describing the Rb-Rb-He system can be written in satellite coor-

dinates {Rk}, after separation of the center of mass motion, as [61]:

H = − ℏ

2

2𝜇1

(

𝜕

2

𝜕R2
1

+ 2
R1

𝜕

𝜕R1

)

+
𝓵2
1

2𝜇1R2
1

+ V2B
Rb2

(R1) −
ℏ

2

2𝜇2

(

𝜕

2

𝜕R2
2

+ 2
R2

𝜕

𝜕R2

)

+
𝓵2
2

2𝜇2R2
2

+ V2B
RbHe(R2) + V2B

RbHe(R3) + V3B(R1,R2,R3) − (ℏ2∕mRb)𝛁R1
⋅ 𝛁R2

,

(8)

where, 𝜇1 is the reduced mass of the Rb2 and 𝜇2 is the reduced mass of the RbHe

complex; Rk are the vectors going from the central Rb atom to the other Rb atom

(k = 1) or to the He atom (k = 2) and 𝓵k are the angular momenta associated with

Rk. Denoting the angle formed by R1 and R2 as 𝛾 the R3 distance is defined as

R3 =
√

R2
1 + R2

2 − 2R1R2cos𝛾 . In a space-fixed coordinate system we have used the

following zero-order states describing the reactants (in), and the products (out):

Ψ(in)(R1,R2) =
𝜙
𝜖1
(R1)𝜑v0 (R2) JM

𝓁1𝓁2
( ̂R1,

̂R2)

R1R2

Ψ(out)(R1,R2) =
𝜙v(R1)𝜑𝜖2

(R2) JM
𝓁′
1𝓁

′
2
( ̂R1,

̂R2)

R1R2
, (9)

where the 𝜙
𝜖1

and 𝜙v radial functions correspond to the Rb2 molecule in a continuum

(incoming) or a discrete (outgoing) state, respectively, while the 𝜑 radial functions

describe similar states of the HeRb subunit. In Eq. (9), the
JM
𝓁1𝓁2

are angular functions

in the coupled representation,


JM
𝓁1𝓁2

( ̂R1,
̂R2) = (−1)J

√
2J + 1

∑

𝜔

(
𝓁1 𝓁2 J
−𝜔 𝜔 −M M

)

× Y𝓁1𝜔
(𝜃1, 𝜙1)Y𝓁2M−𝜔(𝜃2, 𝜙2),

(10)

with ̂Rk = Rk∕Rk = (𝜃k, 𝜙k) are unit vectors,
(
. . .

. . .

)

are 3-j symbols, and Y𝓁k𝜔
are spher-

ical harmonics. J is the quantum number associated with the total angular momentum

J = 𝓵1 + 𝓵2 with third component M.

Denoting by W(R1,R2, cos𝛾) = V2B
RbHe(R3) + V3B(R1,R2,R3) the two last potential

terms in Eq. (8), and taking into account that average values of cos𝛾 become zero
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[61, 64], ⟨ LM
𝓁1𝓁2

|cos𝛾| LM
𝓁1𝓁2

⟩ = 0, we consider a Taylor expansion around cos𝛾 = 0
up to the first order,

W(R1,R2, cos𝛾) ≈ W0(R1,R2) + cos𝛾 ΔW(R1,R2) (11)

where W0 = W(R1,R2, cos𝛾 = 0) and ΔW = 𝜕W∕𝜕cos𝛾|cos𝛾=0. For this later contri-

bution the portion coming from the 2B interaction is obtained by multiplying the

analytic derivative of Eq. (2) with 𝜕R3∕𝜕cos𝛾 = −R1R2∕R3. Regarding the 3B con-

tribution, we have used the RKHS fitting method followed in Ref. [50].

The 𝜙 and 𝜑 functions in Eq. (9) are solutions of the following Schrödinger equa-

tions:

[

− ℏ

2

2𝜇2

𝜕

2

𝜕R2
2

+ V2B
RbHe(R2) − E0

]

𝜑v0 (R2) = 0

[

ℏ

2

2𝜇1

(

− 𝜕

2

𝜕R2
1

+
𝓁1(𝓁1 + 1)

R2
1

)

+ V2B
Rb2

(R1) +
⟨
𝜑v0 (R2) ||W0

|
|𝜑v0 (R2)

⟩
− 𝜖1

]

𝜙
𝜖1
(R1) = 0

[

ℏ

2

2𝜇1

(

− 𝜕

2

𝜕R2
1

+
𝓁′
1(𝓁

′
1 + 1)

R2
1

)

+ V2B
Rb2

(R1) − 𝜀

(𝓁′
1 )

v

]

𝜙

(𝓁′
1 )

v (R1) = 0

[

ℏ

2

2𝜇2

(

− 𝜕

2

𝜕R2
2

+
𝓁′
2(𝓁

′
2 + 1)

R2
2

)

+ V2B
RbHe(R2) +

⟨

𝜙

(𝓁′
1 )

v (R1) ||W0
|
|𝜙

(𝓁′
1 )

v (R1)
⟩

− 𝜖2

]

𝜑

(𝓁′
2)

𝜖2
(R2) = 0. (12)

The first equation corresponds to the unique existing eigenstate𝜑v0=0 for v0 = 𝓁2 = 0
of the HeRb diatomics, with eigenvalue E0, and the second equation to a continuum

function 𝜙
𝜖1

of the incoming Rb atom with kinetic energy 𝜖1, respectively. In turn,

the two last equations describe an exiting Rb2 molecule in a ro-vibrational (𝓁′
1, v)

state, and an ejected He atom with kinetic energy 𝜖2 respectively, Eq. (12). All the

calculations are performed on shell energy, that is, 𝜖1 + E0 = 𝜀

(𝓁′
1)

v + 𝜖2.

Extending now the Rosen calculation of discrete-continuum transition rates for

unstable linear triatomic molecules [49] towards the present full-collision process,

for a given total angular momentum J, one estimates the reaction probability of a

rubidium atom colliding at an energy 𝜖1 with a HeRb dimer to produce

Rb2(
3Σ+

u ,𝓁
′
1, v) while ejecting the He atom with an energy 𝜖2 and an orbital angular

momentum 𝓁′
2 as

PJ
𝓁′
1,v
(𝜖1) =

|
|
|
⟨Ψ(in) |(cos𝛾 ΔW + T12)|Ψ(out)⟩

|
|
|

2
. (13)

Summing over the vibrational states of Rb2 gives a total probability of PJ
𝓁′
1
(𝜖1) =

∑
v P

J
𝓁′
1,v
(𝜖1). The two terms in Eq. (13) are small enough to apply first order per-

turbation theory and they allow for a partially analytical evaluation. The first term,

involves a double quadrature, [61, 64] and the second contribution, involves single

quadratures [61].
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The expression of the partial reactive cross sections is: 𝜎
J
r (𝜖1) =

𝜋ℏ

2

2𝜇1𝜖1

∑
𝓁′
1,v

PJ
𝓁′
1v

(𝜖1), and finally the total cross section is given by:

𝜎r(𝜖1) =
∑

J
(2J + 1)𝜎J

r (𝜖1) (14)

4 Results

4.1 Bound States

All the numerical details in the variational calculations of bound states are shown in a

previous paper [31], in order to get the radial wave-functions we have used a Truhlar

and Numerov-Cooley procedure [65]. In the full process the energy was converged

to within 10−3 cm
−1

.

In Fig. 1 we plot the cuts of the computed PES of the T-shaped and the collinear

configurations, together with the He-He interaction (V at Eq. 5) which was described

by the Aziz-Slaman semiempirical potential [66]. The cuts in the figure show that the

T-shape complex, with an equilibrium distance of Rmin ∼ 6 Å, is stronger bounded

than the collinear one, with an equilibrium distance of Rmin ∼ 11 Å. On the other

hand we can see that the He-He interaction is deeper than the T-shaped complex

He-Rb2, and as it was mentioned before, so in a big cluster of HeN-Rb2 a packing of

the rare gas atoms is most likely to happen, with the ensuing isolation of the dimer.

Nevertheless, it constitutes only a possibility, and a quantum mechanics calculation

would be necessary to confirm this point.

In Table 3 one can see how, our variational and DMC energies for HeRb2, match

quite well, with the results in Ref. [29]. In the following, we have used the

Fig. 1 A comparison of the

computed PES for the

He-Rb2 complex at extreme

orientations together with

the He-He interaction from

Ref. [66]
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three-body complex: (1) to asses the quality of our fit to the calculated ab initio

points, (2) to analyze the relevance of the dopant vibration, and (3) to estimate the

temperature effect by including the excited rotational states. Regarding the first issue,

we applied a RKHS interpolation method [30] in a similar way to what was done

in Ref. [29]. The variational ground energy of HeRb2, with the bond length fixed

at req = 6.35 Å, becomes −0.1150 cm
−1

, which only differs 0.004 cm
−1

from the

energy calculated with the analytical fit. Concerning the second point, and using

again the RKHS procedure, we have repeated the calculation with the bond length

fixed at r0 = 6.39 Å, that is the averaged diatomic distance in the ground vibrational

state. The result is now −0.1146 cm
−1

, which confirms the small contribution of the

Rb2 vibration. As regards to the third issue, we found, together with the J = 0 state at

−0.1195 cm
−1

, three additional bound levels at −0.1003, −0.062, and −0.006 cm
−1

for J = 1, 2, and 3, respectively. Taking into account that the whole rotation of the

complex really corresponds to a rotation of the rubidium diatomics, and by using a

Boltzmann averaging,

⟨E(T)⟩ =
∑

J(2J + 1)Ej e
− EJ

KT

∑
J(2J + 1) e−

EJ
KT

,

we are able to estimate that for very low temperatures the system remains bound. In

particular, at a temperature of T = 1
25.6

K one gets an averaged energy of ⟨E(T)⟩ =
−0.096 cm

−1
, very different from the +0.09 cm

−1
value reported in Ref. [29]

(belonging to the continuum), and slightly above our results at T = 0 K.

The results obtained for the ground state energies for the rest of complexes,

HeNRb2, with N ∈ {2, 3, 4} are also presented in Table 3, where a comparison with

the values of Ref. [29] and for pure He aggregates showed in Lewerenz [67] are also

included. These results indicate that all the doped species are bound, because their

energies are below those for pure
4
He complexes, with both sets of results close to

each other and the variational treatment yielding more deeply bound clusters than

the results provided by the DMC method.

In general, the results provided by Guillon et al. on DMC binding energies are

larger than ours (except He4Rb2). In the case N = 1 one possible explanation is that

the PES used by them exhibits a slightly deeper well, with a ratio of the potential well

minima of 2.59∕2.35 = 1.1. To understand this point, we have repeated the calcula-

tions using our PES but multiplied by a factor of 1.1 and obtained the DMC result

for N = 1 that appears in the table with EDMC(W × 1.1) < EDMC
[29]< EDMC(W).

For the cluster with N = 2 our results almost follow the independent particles

model (IPM) and E(He2Rb2) ≃ 2 × E(HeRb2), because the correlation energy of the

rare gas particles ≃ 0, which make sense for this case since the two He adatoms

of the complex are placed so far from one another that their interaction energy is

negligible, (as we will see in the next Figures that display their spatial distributions).

For bigger clusters, He3Rb2 and He4Rb2, the situation are very different and they no
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Table 3 Variational and DMC energies (cm
−1

) of the HeNRb2 complexes, with N ∈ {1, 2, 3, 4},

together with those from Guillon et al. in Ref. [29]. For N ≥ 2, energies of pure clusters reported

by Lewerenz [67]

N = 1 N = 2 N = 3 N = 4
Variational [31] −0.119 −0.218 −0.494 −1.671
DMC [31] −0.106 ± 0.005 −0.197 ± 0.024 −0.481 ± 0.022 −1.409 ± 0.011
DMC [29] −0.1341 ± 0.0003 −0.3908 ± 0.0006 −0.850 ± 0.004 −1.52 ± 0.01
PIMC [29] +0.09 ± 0.04 −0.18 ± 0.01 −0.54 ± 0.03 −1.15 ± 0.03
Estimate at

T = 1∕25.6 K

[31]

−0.096

VAR this

work×1.1
−0.166

DMC this

work×1.1
−0.151 ± 0.005

Pure He clusters

[67]

–8.6×10−4 –0.0872 –0.388

longer follow the IPM model with an important interaction energy among the rare

gas atoms.

Figure 2 displays the variational angular distribution D1(cos 𝜃) for the four stud-

ied clusters. We can observe that, by putting more helium atoms, it follows the initial

tendency exhibited by the three-body complex, i.e., the Helium atoms are placed in a

region around the T-shaped geometry with respect to the diatomic dimer. The Fig. 3

shows the radial one-particle distribution D1(R) for these clusters. The calculations

also evidence that, the larger the cluster the shorter the distance of the solvent atoms

to the diatom: from R ∼ 10 − 11 Å for N = 2 to R ∼ 8.5 − 10 Å for N = 4. One can

also see that, all distributions become more localyzed with narrower regions of max-

Fig. 2 Computed angular

distributions, D1(cos 𝜃), for

the clusters
4
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Fig. 3 Radial distributions,

D1(R), for the clusters
4
HeNRb2, N ∈ {1, 2, 3, 4}
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Fig. 4 Computed

two-particle angular

distributions, D2(cos 𝛾), for
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ima as N increases, indicating that the systems with the stronger binding energies

exhibit a more compact positioning of the He adatoms around the weakly bound

dimer.

In Fig. 4 we show the two-particle angular distributions. These distributions are

presented as function of the angle 𝛾 formed between any two He atoms with respect

to the dopant’s center of mass, taken as the vertex of such angle. It is worthy to note

the dramatic change of the distributions when one goes from N = 2 to the N = 3 and

N = 4 cases.

The four-body cluster appears as a cross-like structure with the two lighter

adatoms placed, away from one another, almost along a straight line that cuts the

dimer at its midpoint, this cluster is also shows a strong delocalization of the

He atoms radial positions, as indicated by the two-particle radial distribution that

appears in Fig. 5.

When one or two more He atoms are added to He2Rb2, one sees that the angular

distributions are markedly modified (see Fig. 4); the subregion of the solvent atoms
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Fig. 5 Two-particle radial

distributions, D2(𝜌), for the

clusters
4
HeNRb2, 2 ≤ N ≤ 4
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acquires greater compactness in space and all atoms are now “piled up” in the inter-

action region where the strongest He-Rb2 attaction exists, i.e., around the T-shaped

configuration for the complex. As a consequence of this effect, therefore, we see in

the Figs. 4 and 5 that all the He adatoms of the clusters with N > 2 exhibit two-

particle angle values close to 𝛾 ∼ 0◦ and relative He-He distances which move down

to ∼5 Å on the same side of the dopant for N = 4, because the He-He interactions

dominates over the He-dimer one for N ≳ 3.

4.2 Reactive Process

As in the vibrational relaxation studies all the mass parameters and the conversion

factors appear in [50, 51]. We have used 40,000 points of R1 and R2 in the interval

[2, 750] Å. see e.g. Ref. [68]. The radial discrete equations in Eq. (12), were solved

by a mixed Truhlar and Numerov-Cooley procedure [65], while continuum energy

normalized solutions in Eq. (12) were calculated by outward Numerov propagation

of the wave function and by matching it to a sine behavior at large distances to deter-

mine the phase-shift [69].

For energies below 100 cm
−1

, the analytical fits of the 2B interactions, present

root mean squares (rms) errors ≈10−3 cm
−1

for Rb2 and HeRb, when compared with

the RKHS values [50]. At the minimum configuration, the relative error was also

very small, less than 0.5% for Rb2, and 0.2% for HeRb.

The calculations were realized for the reactive channels (J, 𝓁1 = J, 𝓁2 = 0) →
(J,𝓁′

1 = J ± 1, 𝓁′
2 = 1), with J ≤ 3, where the

3
He

87
Rb (

4
He

87
Rb) dimer only has

a rotationless (𝓁2 = 0) level at −5.26 × 10−3 cm
−1

(−3.029 × 10−2 cm
−1

) in such a

way that 𝓁1 = J and 𝓁′
2 = 1.

The rubidium
87

Rb2 dimer in its lowest triplet electronic state presents 39 vibra-

tional levels for angular momenta 1 ≤ 𝓁′
1 ≤ 4, and 40 for 𝓁′

1 = 0 (41 levels were
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reported for the model potential obtained from high-resolution two-photon dark-state

spectroscopy in the presence of a magnetic field [70]). Concerning the He-Rb, with

a different He-Rb interaction [71] They did not find any bound level for the
3
He

87
Rb

dimer, in spite of the value of the long range coefficient (atomic units) C6, 46.48,

is greater than the present one of 44.69, (an accurate value of 43.4 [72] is widely

recognized [50, 71]).

The reaction probabilities present at J = 1, and for the possible values 𝓁′
1 = 0,

2, a maximum located at low energy of 1.69 × 10−5 cm
−1

, and reaching a value of

≈0.22 for 𝓁′
1 = 2 [48]. For all the channels, a secondary maximum near 𝜖1 = 0.036

cm
−1

does appear, reaching a maximum value of ≈1.5×10−2 for J = 0. For energies

beyond the cold regime, 𝜖1 > 1 cm
−1

, the reaction probabilities decay quickly and

become negligible (≤1 × 10−3). Actually both maxima are two orbiting resonances:

the first one is supported by𝓁1 = 1 in the entrance channel, i.e. J = 1, and the second,

common to all the channels, corresponds to the exiting value 𝓁′
2 = 1. The values

attained by these reaction probabilities are close to the vibrational relaxation of Rb2
by collision with He that appear in [50], although a narrower interval of energy.

The total cross section, Eq. (14), and the corresponding J-dependent contribu-

tions, 𝜎
J
r (𝜖1), already multiplied by the (2J + 1) factor are shown in a logarith-

mic scale in Fig. 6, where the maxima reached in probabilities appear at almost

same energies. For the peak at lower energy (see inset plot in Fig. 6), the width

at half maximum is of ∼1.1 × 10−5 cm
−1

, corresponding to a long lifetime reso-

nance of about 0.48 µs. It is interesting to note that the different partial cross sec-

tions follow almost perfectly the Wigner threshold law [73] at energies below 10
−6

cm
−1

, 𝜎
J(𝜖1) ∼ 𝜖

𝓁1−1∕2
1 . Total reaction cross section is dominated by s-waves in the

ultra-cold regime, 𝜖1 ≤ 10−7 cm
−1

, and is fully converged up to an energy of 10
−4

cm
−1

. Hereupon, higher values of the total angular momentum (J > 3) should be

considered to attain convergence as it occurs in the vibrational relaxation [51], but

Fig. 6 For the

(J,𝓁1 = J,𝓁2 = 0) →
(J,𝓁′

1 = J ± 1,𝓁′
2 = 1)

reactive channels, cross

sections depending on the

kinetic energy of the

incoming Rb atom, 𝜖1,

colliding with
4
HeRb. The

scales are logarithmic. An

enlargement of the main

peak is displayed in the inset,
where in linear scales the

units are 10−5 cm
−1

and

10−12 cm
2

for the x and y

axis, respectively

10−28

10−24

10−20

10−16

10−12

 10−8  10−6  10−4  10−2  1

C
ro

ss
 s

ec
tio

n 
(c

m
2 )

Energy (cm−1)

J=0
J=1
J=2
J=3
total

1

2

2 4



112 G. Delgado-Barrio and P. Villarreal

Fig. 7 Vibrational

population of the formed Rb2
molecule at three energies of

the incoming Rb atom for the

(J = 𝓁1 = 1,𝓁2 = 0) → (J =
1,𝓁′

1 = 2,𝓁′
2 = 1) reactive

channel. Red 𝜖1 = 1 cm
−1

;

green 𝜖1 = 3.57 × 10−2
cm

−1
; blue 𝜖1 = 1.69 × 10−5

cm
−1

. The green dashed line
is depicted just to guide the

eye
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we do not expect that these results would be qualitatively affected by the addition of

extra partial waves.

In Fig. 7 one can see vibrational populations of the Rb2 product for the (𝓁1 =
1,𝓁′

1 = 2) channel at three energies: 1.69 × 10−5, 3.57 × 10−2 cm
−1

, and at a higher

energy of 1 cm
−1

. The two first correspond to the maxima previously described.

As it was mentioned above, for the rotational 𝓁′
1 = 2 state, the diatom has 39

bound levels. For the two lowest collision energies considered, the rubidium dimer

is preferently formed at very high vibrational levels, but at the highest energy, the

vibrational population moves towards intermediate excitations, with a maximum

at v = 32 − 33, and shows a Gaussian-like behavior. In any case at all energies,

the population of states below v ≤ 25 becomes negligible. If we take into account

the coupling among vibrational states of rubidium induced by the presence of the

helium atom, and in particular for highly excited states, would lead to a redistrib-

ution, and therefore to a modification of the individual populations, although the

general behavior would remain essentially unchanged. These results are similar to

the findings reported in the Knoop et al. in this work they have studied the com-

petition of processes of exchange/relaxation in ultracold mixtures of atom/diatom

caesium species in the presence of magnetic fields [74].

In Fig. 8 one can see reaction probabilities for channels with J = 0, 1 as a func-

tion of the kinetic energy of the incoming Rb atom, for
3
He and

4
He. Both isotopes

3
He and

4
He, show a main peak (J = 1, 𝓁′

1 = 0, 2) at almost the same energy of

1.69 × 10−5 cm
−1

mentioned above, although the probability corresponding to the

lightest isotope reaches only 1/2 of the value attained for the heaviest one. In general,

the probabilities for
3
He are lower than for

4
He. This results suggest that by increas-

ing the mass of the third body (or by considering the presence of additional helium

atoms), the formation of molecular rubidium would be enhanced.

Using the energy conservation and the detailed balance principle, one can con-

sider the inverse reaction He+Rb2(v,𝓁′
1) →HeRb+Rb for a vibrational state of Rb2
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Fig. 8 Comparison of reaction probabilities for the
4
He (solid lines) or

3
He (dotted lines) partners

for the leading channels J = 0, 1, as functions of the incoming energy of the Rb projectile. The

scales are logarithmic. The labels denote (𝓁1 = J,𝓁′
1 = J ± 1) channels
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Fig. 9 Reaction probabilities for the inverse reaction He+Rb2(v,𝓁′
1) →HeRb+Rb as function of

the kinetic energy of the helium atom, 𝜖2 (in units of cm
−1

and K). The labels denote (𝓁1,𝓁
′
1). They

correspond to v = 38, although v = 39 (dashed black line) is also included

at an energy of the He atom that is its departure energy in the direct reaction. Reac-

tion probabilities PJ
𝓁′
1,v

are calculated as in Eq. (13) by replacing 𝜖1 by 𝜖2.

In Fig. 9 we display these reaction probabilities for the
4
He isotope, using log-

arithmic scale, for the different channels for v = 38 (as well as v = 39 for the

unique channel in which it exist, that is, J = 𝓁1 = 1 ,𝓁′
1 = 0). One can see a fulfill-

ment of Wigner threshold law for 𝜖2 ≤ 0.01 cm
−1

, that is for reactive probabilities,
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Fig. 10 For the two helium

isotopes, reaction

probabilities, in units of

10−5, for the J = 1 inverse

reaction He+Rb2(v =
39,𝓁′

1 = 0) →HeRb+Rb in

terms of the kinetic energy

of the incoming helium

atom, 𝜖2 (in cm
−1

and K)
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P(𝜖2) ∝ 𝜖

𝓁′
2+1∕2

2 = 𝜖

3∕2
2 . We can also see that whatever be the channel analyzed and

for the two initial vibrational states of rubidium dimer considered, a sink in the reac-

tive probabilities at an energy of ≈0.165 cm
−1

(0.23 K) is obtained, indicating that

the reaction is practically forbidden at this energy and non-reactive processes should

be enhanced there. Actually, for all initial vibrational states of the rubidium dimer

considered, 1 ≤ vi ≤ 4, a clear increase of the vibrational relaxation probability is

reported at 0.145 K in Ref. [50], that is close to our results.

In Fig. 10 we plot, for both helium isotopes, the reaction probabilities for the

inverse reaction He+Rb2(v = 39,𝓁′
1 = 0) →HeRb+Rb, for the only reactive chan-

nel J = 𝓁1 = 1 ,𝓁′
1 = 0 in which the formation of the rubidium dimer in an excited

vibrational state is possible through the direct reaction, as function of the kinetic

energy of the incoming helium atom. The reaction probability for
4
He has at 0.017

cm
−1

(24 mK) a maximum of 2.2 × 10−4, while for
3
He the peak is located at lower

energy, 0.0084 cm
−1

(12 mK) with a value of ∼3 ×10−5. A similar behaviour has

been presented in [51] for the J = 1 main peaks in the rate coefficient for vibrational

relaxation of Rb2(v = 1, j = 0) by collisions with
4
He or

3
He.

It is interesting to note that the potentials employed in this paper have been

obtained after several ab initio calculations, it is clear that we still have a remaining

inaccuracy in the PES that we have used, and this could lead to an uncertainty in the

results. Previous collision calculations at ultralow kinetic energies have analized the

sensitivity of their results to the used PES by introducing a multiplicative 𝜆 (scaling)

parameter in the potential form. The results become very sensitive to details of the

potential used in the calculations [75, 76]. To explore this effect and for the channel

(𝓁1 = J = 1,𝓁′
1 = 2) leading to the highest reaction probability, we have performed

several calculations for 𝜆 varying in the range [0.95–1.05], and, some variations of

the probability profile were obtained. Nevertheless, the average profile shows a simi-

lar behavior to the original one (𝜆= 1). Moreover, the population of high vibrational
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states of the formed Rb2 molecule maintains this trend at all the energies and all the

𝜆 values considered. Therefore, within a variation of the full PES of the order of

±5%, we may conclude that our semi-quantitative results are reliable.

5 Concluding Remarks

In the first part we have presented a 2D PES of the He-Rb2(
3Σu) complex, where

the dimer was taken as a rigid rotor at the equilibrium distance. We have used a

simple analytical fit that makes possible to carry out bound state calculations with

a reasonable computational effort. We have shown variational procedures to yield

energy and geometric results for (
4
He)N-Rb2(

3Σu) clusters N ∈ [1, 4]. The helium-

impurity potential was obtained from ab initio calculations and was written as a

pair of Lennard-Jones functions whose terms take into account the anisotropy of the

problem. For the He-He potential we have used the PES described by Aziz-Slaman

[66]. The overall PES was modelled as sum of pair-wise functions which give the

interactions between the diatom and each helium atom and those of the helium atoms

among themselves. The study of such small systems has allowed us to attain a high

level of numerical accuracy and a detailed description of both the energy and struc-

ture parameters as they evolve within a limited set of aggregates.

The main conclusions in this context are:

(1) The vibrational degree of freedom of the Rb2 can be neglected in the present

calculations without loss of accuracy since the interaction energy W0(R, 𝜃) is almost

identical to the 2D surface W(req,R, 𝜃).
(2) There is a transition in the species arrangements: from the cross-like structure

in He2Rb2 to the gathering of the rare gas atoms in a pure sub-complex of helium in

He4Rb2, in agreement with previous works [20, 22, 29].

(3) All clusters are found to be bound with respect to the (
4
He)N+Rb2 asymptotes,

even more the results suggest that the dopant dimer will be located outside the com-

plex and parallel to it, this fact was found before in the case of other triplet diatoms

[20, 22, 23].

In the second part we have addressed, as a preliminary attempt, to investigate

the formation of rubidium dimers in their lowest triplet electronic state by atomic

collisions on the surface of helium droplets. We have studied reactive collisions

87
Rb +

87
Rb

n
He→Rb2(

3Σ+
u , v) +

n
He (n= 3, 4) in a range from ultracold to moderate

collision energies, 10
−8

–100 cm
−1

. Using the best PES available [50], the model to

treat photodissociation of linear triatomic molecules [49] was extended to an approx-

imate three-dimensional collisional treatment which accounts for the main features

of the process. This model leads to a simplification of significant reactive channels

and it almost reduces to analytic evaluations.

The conclusions in this topic can be summarized as follows:

(4) The reactive process shows a high efficiency at ultralow energies for J = 1,

that is similar to what has been recently reported on vibrational relaxation of the

rubidium dimer by collisions with atomic helium [51]. Reaction probabilities, and
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cross-sections fulfill numerically the Wigner threshold law, and become negligible at

collision energies greater than 1 cm
−1

. The rubidium dimer is preferently produced

at highly excited vibrational levels, i.e. v > 25 for the collision energies of interest.

(5) Fermionic and bosonic helium as partners show similar results although with

quantitative differences. The two species display clear maxima in the reaction prob-

abilities for J = 1 (orbiting resonances in the entrance channel) at the same ultralow

energy (1.69 × 10−5 cm
−1

), as well as a secondary peak near 0.04 cm
−1

, correspond-

ing to orbiting resonances in the exiting channel, for all the J values. The efficiency

of the reaction is clearly greater for the
4
He than for the

3
He for all the energies and

in all the channels.

(6) A complementary study of the inverse reaction reveals the presence, for all

the reactive channels, of a sinking energy at which non-reactive processes should

be dominant, close to the findings in Ref. [50]. For J = 1, and Rb2(𝓁′
1 = 0, v = 39),

fermionic as well as bosonic helium give rise to peaks in probabilities of the inverse

reaction. The maximum in the case of the
3
He appears at a lower energy than it does

for the boson, as it has also been found in the vibrational relaxation process [51].

However, the efficiency of the reactive process is clearly lower for the fermion than

that for the boson, in contrast to the findings on the vibrational relaxation results [51].

Finally, since the presence and further ejection of just one helium atom enables the

formation of the rubidium dimer, the reactive model can be extended to

Rb2-(He)N systems containing a number N ≥ 2 of helium atoms by using some spec-

tator model [77–79]. According to the present model, which involves the breaking

and formation of two bonds, only one helium atom participates in the reaction, while

the other N − 1 helium atoms would be frozen all along the reactive process. With

this approach, mimicking the scenario of rubidium atoms on the surface of helium

droplets, one could estimate the efficiency of the formation of molecular rubidium

in terms of the number of spectators.
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Water Structuring at Non-Polar Fluid
Interfaces

Yana Tsoneva and Alia Tadjer

Abstract The structuring of water molecules at the water/vapour interface is an
object of scientific interest for decades. After the first successful attempts to explore
liquid water with the help of theoretical chemistry, the number of studies on this
topic grows progressively. Most of them are focused on bulk water but there is still
need of a more detailed research on surface water. In addition, interfaces with
alkanes are interesting as being instructive from both biological and industrial
perspectives. Since in both bio- and industrial applications water/air and water/oil
interfaces are mediated by amphiphiles, the role of a surfactant monolayer on
surface water structuring deserves more attention as well. In the present study
several atomistic water models were chosen—non-polarisable (SPC, TIP3P, and
TIP4P) and polarisable (SW-RIGID-ISO, SWM4-NDP, and COS/G2) and classical
molecular dynamics simulations were carried out on bulk water, water/vapour and
water/alkane (from pentane to nonane) systems, as well as on water/DLPC/vapour
and water/DLPC/octane models. In all cases the temperature was kept at 298 K.
Several structural properties of bulk and surface layers were examined by means of
radial distribution functions and Voronoi analysis. Dipole moments, surface tension
and hydrogen bonding were addressed too. The objective was to estimate the
impact of accounting for polarisability on the water properties of interest and to
select a cost-efficient water model for describing them, as well as to add new data to
the existing knowledge about interfacial water structuring.
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1 Introduction

Water is the substance with the largest number of anomalies, most of which are
crucial for life. Although the water molecule has a simple structure, its behaviour is
quite intricate [1–3] and water assemblies exhibit numerous interesting properties
[4]. The instantaneous (time periods less than 1 fs) water structuring can be
determined by means of X-ray absorption spectroscopy (XAS). XAS results
allowed Wernet et al. to promote the hypothesis that 80% of the molecules in liquid
water have one tightly and one loosely bound O–H group organized in ring- or
chain-like structures and the remaining 20% are in tetrahedral coordination [5]. An
outline of the existing experimental techniques for investigation of water samples is
presented in a review by Clark et al. [6], concluding that the predominating sci-
entific evidence supports the conventional vision of tetrahedral coordination. Yet,
disparate opinions are published too, such as the paradigm of Nilsson and Pet-
tersson [7] endorsing the concept of high density and low density liquids.
Rationalising experimental results, they contend that at room temperature water is a
high-density liquid with low-density fluctuations becoming more intense and fre-
quent with temperature decrease [8].

The water structure averaged over longer time periods is termed vibrational
structure and can be studied by utilizing infrared or Raman spectroscopy [9–13],
and X-ray [14–18] or neutron [19–25] scattering. A Fourier transformation of the
spectral data gives the radial distribution functions (RDFs), whereof the number of
closest neighbours has been estimated ranging from 4.4 to 4.9 with temperature
raise from 1.5 to 83 °C [5].

Surface water plays a key role in a variety of physical, chemical and biological
processes [26–28]. Its structuring is sensitive to temperature changes, gas molecules
penetration, ions flux, and electric gradients [29]. Being one of the most significant
boundaries, the water/vapour interface is among the most scrupulously investigated
systems [27, 30–46]. Almost all properties of bulk water are modified at the surface.
Therefore, the solvating capacity and a number of other features differ in the
surfacial layer and attract unremitting scientific attention. For example, the mole-
cules at the surface of both liquid water and ice are supposed to coordinate lower
number of neighbours, thus forming low-density phases which are hydrophobic,
non-elastic, with higher fluidity and thermal stability than bulk water [47, 48]. The
hydrogen bonding at the surface is deemed stronger than in the bulk [49] but some
H-bonds are lost which invokes enhanced reactivity [30]. Another controversial
question is the molecular orientation at the surface, dating back to the first com-
putational treatments of the system [50], reporting dominating orientation of the
interfacial water molecules with the oxygen towards the vapour and the hydrogens
towards the bulk. These findings have been corroborated by other authors [51], but
soon after opposite statements were published affirming that the hydrogen atoms are
pointing to the vapour [52, 53]. Nowadays, it is considered that one of the
hydrogens sticks out of the liquid [36], whereas the other one is inside. This was
confirmed by ab initio calculations on water clusters [54] and ab initio path integral
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MD (PIMD) [55]. Nevertheless, there is evidence for occurrences of structuring
patterns with both hydrogens staying out of the liquid [42]. The latter was
demonstrated by the results of molecular dynamics (MD) simulations using various
force fields [35, 54–59], revealing that the H–O–H plane is perpendicular to the
liquid/vapour interface. About ¼ of the water molecules have one O–H group at a
small angle above the surface [49, 60, 61], while the majority of waters have
electron accepting-centres spread out [62] thus creating a weak negative charge.

The water structuring close to hydrophobic surfaces is of primary importance for
the description of numerous processes, such as: wetting, protein folding, oil
extraction, micelle formation, etc. Among those, the water/oil interface is most
frequently addressed. A model system providing insight into the water/oil inter-
action, related directly to a number of biological and technological surface phe-
nomena, is the water/alkane liquid interface. Differences in the structuring at the
water/vapour and water/non-polar phase are demonstrated in Richmond’s review
[63]. Diminished coupling of the water molecules is established, attributed to the
reduced coordination number of the surfacial water molecules or/and H-bond
weakening. Molecular modelling of liquid/liquid interfaces was performed by
Benjamin [27, 64]. A detailed up-to-date summary of the achievements in the
investigation of water/organic liquid interfaces from computational viewpoint was
published by Pratt and Pohorille [65].

Surfactant monolayers have been studied persistently both as models of
half-membranes and as targets of independent interest and application potential.
The introduction of a lipid monolayer at the water/non-polar fluid interface presents
a new element which modifies the structure of the two-phase systems. Knowledge
about the phospholipid-specific water structuring would allow the determination of
surfactants heads effect on the membrane structure [66].

The literature addressing water structuring at various interfaces is extremely rich
and the present introduction has no ambition to cover it in detail. Yet, to our
knowledge, there exists no methodical investigation of the change in some prop-
erties of liquid water at various interfaces using an assortment of classical atomistic
water models and estimating the effect of polarisability. In the present work the
most widely-used rigid and some polarisable water models are employed and their
performance in the bulk and at the interface with vapour is compared. The polar-
isable models employed are chosen to belong to one family—the one utilising
Drude oscillators. This selection is based on their compatibility with other force
fields and the comparatively good and intuitively equitable representation of the
polarisability impact at a low cost. This type of description has proven itself as very
effective, including its latest implementation, namely the QDO [62] (quantum
Drude oscillators) approach. Drude oscillators reproduce very accurately the
water-vapour coexistence curve and water structuring for a variety of conditions
[67] at a reasonable computational price. In addition, the systems water/liquid
alkanes, water/lipid monolayer/vapour and water/lipid monolayer/octane are stud-
ied aiming at generalising the water structuring at soft non-polar interfaces and at
appreciating the necessity of employing polarisable water models.
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2 Computational Protocol

Molecular dynamics simulations were carried out for the aforementioned systems.
The periodic boxes of the initial models are presented in Fig. 1; all of them feature
mirror symmetry and therefore only ½ boxes are shown. Bulk water in an
approximately 50 × 50 × 50 Å periodic box, and a water/vapour system in a
∼50 × 50 × 100 Å one were initially studied with various water models. The
latter box was prepared by symmetrically extending the former one with vacuum
layers along the Z axis. Two groups of water models were used—non-polarisable
(SPC, TIP3P, and TIP4P) and polarisable (SW-RIGID-ISO, SWM4-NDP, and
COS/G2). Next, the vacuum was filled with alkanes (C5 to C9) for the TIP4P water
model. The nonpolar molecules were described with the AMBER99 [68] force
field. Then, the systems TIP4P/vapour and TIP4P/octane were enriched with
monolayers of the phospholipid dilauroyl phosphatidylcholine (DLPC), where both
non-water compounds were described by the CHARMM27 [69] force field. In each
case the simulations were performed in NVT ensemble and the temperature was
kept at 298 K; the GROMACS software package [70] was utilised. The
hydrogen-containing bonds were restrained by means of the LINCS algorithm [71]
while the water geometry was rigidised by the SETTLE scheme [72]. The
Lennard-Jones potential for non-bonded interactions was applied with a cutoff set to

Fig. 1 Initial ½ models of the studied systems: bulk water (top left), water/vapour (top centre),
water/alkane (top right), water/DLPC/vapour (bottom left), water/DLPC/octane (bottom right)
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12 Å and a switch function activated at 10 Å. The electrostatic interactions were
assessed in the monopole approximation with a cutoff of 14 Å and a switch function
launched at 12 Å, making use of the PME method for quantification of the
long-range electrostatics. The time step was set to 2 fs and integration of the
equations of motion was done with the leap-frog algorithm.

The systems were equilibrated following a standard protocol [73]. Before the
equilibration in NVT ensemble, relaxation in NPT (1 ns) was carried out for bulk
water letting the box size to adjust itself, which is the reason the box dimensions are
not exactly 50 Å in each direction. A 25 ns production trajectory was subject to
statistical analysis with frames extracted at intervals of 2 fs, except for the systems
that include phospholipids, where the analysis is over 10 ns trajectory. For visu-
alization and calculation of the radial distribution functions the VMD program was
employed [74]. The Voronoi analysis was done with the voro++ software package
[75].

3 Results and Discussion

3.1 Density and Density Profiles

The average values of the mass density in the interior of the studied systems: bulk
water, water/vapour, water/alkane, water/DLPC/vapour and water/DLPC/octane,
are presented in Table 1. The mean values differ insignificantly from the reference
ones (RD, reported by the developers). In the water/vapour systems the values are
averaged from 34 to 66 Å along the Z axis (Fig. 2). The density profiles reveal that
the bulk density (BD) is reached at about 10 Å away from the interface (Fig. 2).
One of the techniques for quantification of the surface layer width is based on the
density variation from 5 to 95% of the bulk value, which is how the breadth of the
surface water layer (interfacial slab, IS) was determined (Table 1) and used for
further analyses. 10 Å thick water layers from the interior are selected being rep-
resentative of the bulk (bulk slab, BS).

Overall, it may be stated that polarisable force fields give more accurate results
for density—two of them reproduce remarkably well the experiment. TIP4P per-
forms best among the non-polarisable force fields—at the level of the less intricate
polarisable models. Most models yield concerted results. The inset in Fig. 2
demonstrates that COS/G2 gives enhanced density at the interface but since the
increment is within the standard deviation, there should be another property proving
the superiority of the polarisable model.

In the water/alkanes models water has noticeably higher density compared to
bulk water or water/vapour (Table 1), particularly at the interface. There are
“horns”—density peaks in the interfacial slabs (Fig. 3, centre), which are not
observed in the absence of alkanes, since the latter suppress evaporation and their
hydrophobicity rather repels surface water.
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Table 1 Average bulk (B) or bulk slab (BS) densities (BD) [g/cm3], reference density (RD),
width [Å] of the interfacial slab (IS), and number of first neighbours (Nfn) obtained from the RDFs
of the studies systems. All data refer to water only

Model BD ± 0.00 RDa [77–80] IS Width Nfn

B/BS IS
SPC 0.976 0.971 – 5.0 –

/vapour 0.974 6.9 4.9 5.8
TIP3P 0.985 0.982 – 4.7 –

/vapour 0.982 6.9 5.5 6.1
TIP4P 0.992 0.999 – 4.7 –

/vapour 0.990 6.5 4.5 5.2
/DLPC/vapour 0.997 22.2 4.6 4.4
/pentane 1.003 6.3 4.7 4.5
/hexane 1.001 6.4 4.5 5.2
/heptane 1.002 5.3 4.6 4.9
/octane 1.003 5.8 4.6 4.8
/DLPC/octane 0.988 19.7 4.4 4.9
/nonane 1.001 5.8 4.7 4.9

SW 0.991 0.996 – 6.4 –

/vapour 0.990 6.7 6.3 5.7
SWM4 0.996 0.996 – 4.5 –

/vapour 0.997 6.2 4.5 5.7
COS/G2 0.998 0.997 – 4.2 –

/vapour 0.998 5.7 4.4 4.9
Experiment [76] 0.997 –

aThe reference values are taken from the publications of the developers of the respective models

Fig. 2 Density profiles along the Z-axis of the water/vapour system using different water models.
The inset is a zoom of the plateau along the ordinate
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No density/chain-length correlation is identified. The same holds for the IS
width—no definite tendency in the change of the IS width with alkane chain
extension, as established with other methods [100], can be outlined, which may be
due to the approximate assessment of the interface position, the classical description
of the systems, and the non-polarisable water model. The IS widths determined
from the density plots (5–95% of bulk density) are shown in Table 1. On the whole,
the IS width decreases with chain length, converging to a constant value.

From the density profiles of the DLPC-containing systems (ESM: Fig. S1) can
be seen that the contributions from the different components overlap more markedly
compared to the direct water/vapour and water/alkane interfaces. This is owed to
the fact that water hydrates the heads and penetrates in the surfactant layer, while
tails mix with octane which results in broader and lower DLPC density profiles in
the water/DLPC/octane system. The hydrophilicity of surfactants’ heads is the
reason for the much wider IS—22.2 Å for water/DLPC/vapour and 19.7 Å for
water/DLPC/octane. The data in Table 1 attest that the BS density of the
water/vapour systems with and without DLPC is the same, while in
water/DLPC/octane the bulk value is not reached.

3.2 Radial Distribution Functions

Short-range structuring data for liquid water can be extracted from the radial dis-
tribution functions. Therefore, RDFs of bulk and interfacial slabs are plotted for all
investigated systems. Figure 4 contains the oxygen–oxygen RDFs (gOO) for bulk
water and water/vapour systems. No sizeable differences between the different
layers are seen except that in the interfacial one the slope is less slanting which
should be attributed to a less expressed structuring. The polarisable models are
expected to produce more accurate results. The presented data show that the
SW-RIGID-ISO model does not reproduce correctly the RDF profile. COS/G2
gives higher maxima and lower minima and can be considered as the best repre-
sentation of liquid water structuring among the water models in focus.

Fig. 3 Density plots of water (left) and alkanes (right) along the Z-axis in the water/alkane
systems. The inset (centre) is a zoom of the plateau along the ordinate for water
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The first maxima of all bulk RDFs are at 2.77 ± 0.01 Å (non-polarisable
models) up to 2.89 Å (polarisable ones). For the ISs of the water/vapour and
water/alkane systems this value is negligibly higher, while in the DLPC mediated
interfaces it is immaterially lower (deviations up to 0.02 Å). The second gOO peaks
are at 4.53 ± 0.02 Å for the non-polarisable models, down to 4.39 Å for some
polarisable ones. At the surface this value grows up to 4.71 Å for water/vapour and
water/alkane interfaces and decreases down to 4.28 Å for the DLPC mediated ones.
The numerical values of the maxima reproduce well the experimental estimates for
bulk water: 2.875 Å and 4.475–4.525 Å, obtained from neutron diffraction
experiments [19], which validates the computational protocol applied.

Using the area beneath the first maximum of gOO yields the number of first
neighbours Nfn (Eq. 1, where ρ is the number density and rmin1 the position of the
first minimum). The minimum experimental value for liquid water is 4.4 [18, 24].
The results obtained in the current study are collected in Table 1. The average
number of first neighbours in all models agrees with that reported by other authors.
Notably, the larger values obtained for the surfacial layer support the hypothesis
that in this region a more compact organisation exists.

Nfn =
Zrmin1

0

4πr2ρgOOðrÞdr ð1Þ

RDFs for the bulk and surfacial layers of the water/alkane models are built as
well. gOO can be found in the ESM: Fig. S2. The only difference registered is that
the RDFs of all surfacial layers decay faster in the presence of alkanes. This may be
due to suppressed perturbations in this region due to the presence of a denser phase
compared to vapour. The values for the number of first neighbours are also
somewhat different—those for the surfacial layers are again larger than the bulk
ones but are smaller than in the water/vapour models (Table 1). The presence of an
alkane phase enhances the similarity between surfacial and bulk layers.

The plots for the systems enriched with phospholipid monolayers look very
similar (ESM: Fig. S2) to those of the other models. Yet, the surfacial layers of the
DLPC mediated interfaces are discernible for their faster decay.

Fig. 4 Oxygen–oxygen radial distribution functions for bulk water (left), and for BS (centre) and
IS (right) of the water/vapour models
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3.3 Voronoi Diagrams

Voronoi cells (Voronoi polyhedra, VP) [81] are constructed in such a way that their
faces are equidistant to neighbouring centres and normal to the line connecting
them. In our case, the centres are the oxygen atoms of water. The VP parameters
can be related to structural properties of the studied systems. Here the VP volume,
the number of shared VP faces and their area, the number of VP vertices as well as
the VP asphericity parameter are discussed. Dominating and mean values of these
parameters are presented in Table S1.

The VP volume defines the space belonging to a centre; thus, its reciprocal value
is a measure of the local particle density around a centre. Bearing in mind the close
density values obtained with the different water models, the VP volumes are
expected to be model insensitive as well. The distributions for bulk water and
water/vapour systems are shown in Fig. 5. The values for bulk water and bulk slabs
in the water/vapour systems are identical, in accord with the findings of other
authors [82–88]. The surfacial layers profiles are substantially different—no values
smaller than 20 Å3 are noticeable and 30 Å3 is scarcely populated, while this is the
highest probability volume in the bulk. In addition, the profile shape is different—it
is non-symmetrical, proving that the liquid is inhomogeneous in this region.

The VP volume of the surfacial molecules should exclude the vapour space but
due to the dynamical process of evaporation and condensation it is hard to avoid the
partial inclusion of vapour phase which renders the VP volume of the surface
centres excessively large. High values of the latter may be also due to the presence
of capillary waves, since a water molecule from the lateral area of such waves
would have fewer neighbours. No dependence on the type of water model is
registered in the bulk, while mild differences are observed for the interfacial slab
(Table S1). The above reasons cannot be the explanation for the presence of large
VP volumes in the surfacial slabs of the water/alkane systems (Fig. 6). One may
speculate that the alkanes at the borderline are organised in a less compact manner
leaving substantial cavities but this needs to be investigated in a separate study.
Unambiguous conclusions about water VP volume sensitivity to the alkane chain
length cannot be drawn.

Fig. 5 Distribution of VP volume of water molecules in bulk water (left), and in bulk slab (centre)
and interfacial slab (right) of the water/vapour models
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In order to compare the results for the DLPC mediated interfaces with the
direct-contact ones, simulations of water/vapour and water/octane systems using
periodic boxes of the size utilized for the surfactant-containing ones, namely,
70 × 70 × 140 Å, were carried out and all comparisons are made between
equal-size systems. The change of box size had essentially no impact on the results.
The VP volume distribution of DLPC mediated interfaces differ materially from the
direct interfaces, particularly the TIP4P/DLPC/octane profile (Fig. 7). Both in the
bulk and in the interfacial slab plots two peaks are visible, evidencing the presence
of two VP sizes in this system. In the bulk, the less populated size is half the size of
the preferred one, both maxima being at lower value than the single symmetric peak
of direct interfaces. At the interface, the distribution is similar—a less populated
size at approximately half the volume of the more populated one. Most probably,
since the water molecules hydrating the heads experience stronger attraction, they
pack closer. The maxima for the DLPC enriched systems are at lower values
compared with those of the direct water/vapour and water/octane interfaces which
reveals that the presence of a surfactant invokes the occurrence of a more compact
structuring even more condensed than that due to alkanes.

Fig. 6 Distribution of VP volume of water in the bulk slab (left) and interfacial slab (right) of the
TIP4P/alkanes models

Fig. 7 Distribution of VP volume of water in the bulk slab (left) and interfacial slab (right) of the
DLPC containing models
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As each Voronoi cell contains solely one molecule, two adjacent molecules
share a VP face. The number of shared faces of a VP should equal the number of
neighbours a molecule has. In principle, these should be only the closest neighbours
but for liquids forming hydrogen bonds the second and even the third coordination
shell is often included. The closest neighbours, however, should feature large
common areas of the shared faces and based on the portion of the shared faces the
number of molecules in the first coordination shell can be assessed [88]. The
number of shared faces varies from 10 to 24 with a bell-shaped distribution profiles
(Fig. 8 for systems containing only water and ESM: Figs. S3, S4 for the others), the
average value in all cases being around 15.5 (Table S1). Nevertheless, it is visible
that 16 and 17 are the most probable in the bulk, while at the surface all three
values: 15, 16 and 17 are equally populated. In addition, the distribution is broader
in the IS not because of the larger proportion of the most probable number of
neighbours but due to the presence of more small faces. The distribution of the
individual faces areas is shown in Fig. 9. The sharp peak at close to zero areas
should be ignored as it originates from the massive amount of very small faces
shared by relatively distant neighbours. It is not possible to make the same cal-
culation for the interfacial layers as for the purpose the VPs with artificially large
volumes have to be excluded but we did not succeed in doing that. The second

Fig. 8 Distribution of the number of shared VP faces for bulk water (left), and for BS (centre),
and IS (right) in the water/vapour models

Fig. 9 Distribution of the individual areas of the shared VP faces in bulk water (left) and bulk slab
(right) obtained with different water models
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maximum at above 6 Å2 is assigned to the closest neighbours. Their fraction is
represented in Table 2. The large faces are about 23% of the total number for bulk
water and using the data in Table S1 one can come up with a value for the number
of neighbours in the first shell. The average number of neighbours obtained with
SWM4-NDP and COS/G2 are the most proximate to the expected ones gathered by
other authors (3.9 [88]). The coordination numbers obtained for each system are
close to the ones extracted from the RDFs.

Another VP characteristic considered informative for the structuring of a liquid
is the asphericity parameter, η, defined [88] as a ratio comprising the total area
(A) and the volume (V) of the Voronoi cell:

η=
A3

36πV2 ð2Þ

η = 1, 1.33, 1.35, 1.91 and 3.33 correspond to sphere, truncated octahedron,
rhombic dodecahedron, cube and tetrahedron, respectively, i.e., the larger the value,
the more compactly packed the system. η of liquid water at room temperature is in
the range 1.3–2.0 with a bell-like distribution [88]; the same is observed in this
study (Fig. 10 for the systems containing only water and ESM: Figs. S5, S6 for the
others). There are some differences in the mean values obtained with the different
models but in all cases they are within the error margins. The most populated mean
values for the surfacial layers (Table S1) are shifted to the higher values (>1.7),
indicating that the liquid there is more compactly organised.

The values of the asphericity parameter found here depart completely from the
idea of tetrahedral (η = 3.33) coordination of water. However, they are not so

Table 2 Fraction of the larger faces from the individual areas distribution [%] and average
number of neighbours with larger shared faces (N)

SPC TIP3P TIP4P SW-RIGID-ISO SWM4-NDP COS/G2

Fraction
[%]

B 22.5 22.4 24.0 21.6 23.9 24.4
BS 22.9 23.3 22.9 22.8 24.6 24.6

N B 3.5 3.7 3.9 3.3 3.7 3.8
BS 3.6 3.6 3.6 3.4 3.8 3.9

Fig. 10 Distribution of the VP asphericity parameter of bulk water (left), and of bulk slab (centre)
and interfacial slab (right) in the water/vapour systems
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distant from the value for the icosahedron (η = 1.13), considered as one of the
possible ordering pattern in water clusters [29]. Such a fluctuating repetitive net-
work of water molecules with icosahedron-type symmetry has been suggested first
in 1998 [89]. Experimentally, it has been observed in water nanoparticles by means
of X-ray diffraction [90, 91]. These polyhedral structures are idealised and in reality
they are significantly fragmented and ill-ordered due to thermal effects but the
existence of long-lived ring fragments has been proven [92]. The formation of a
cluster with approximately icosahedral shape does not exclude the tetrahedral
coordination inside and is in accord with the large number of shared faces found.

The icosahedron’s faces are 12 regular pentagons, 30 rectangles, and 20 regular
triangles. Analysis of the number of vertices of the VP faces could be used to probe
this shape hypothesis. The distribution of VP vertices is given in Fig. 11, Figs. S7,
S8, and Table S1 contains their mean values. It can be seen that the polygons
building a VP have more vertices but this can be due to thermal fluctuations,
overlapping of different polygons (e.g., a triangle and a pentagon or two rectangles)
or to merging of two or more faces in the framework of this analysis. No sizeable
difference is found between the results obtained with different water models or
interfaces.

3.4 Water Dipole Moment—Size and Direction

Major feature emphasising the difference between polarisable and non-polarisable
force fields is the dipole moment. Table 3 contains the mean values obtained for
bulk water with different water models and the reference values reported by their
developers. The average dipole moments of the water/vapour system are
2.60 ± 0.15 D, 2.45 ± 0.17 D and 2.59 ± 0.18 D for SW-RIGID-ISO,
SWM4-NDP and COS/G2 respectively. The slightly lower values are due to the
presence of evaporated water molecules which are not polarised by their environ-
ment but their number participates in the quotient.

Fig. 11 Distribution of the vertices of individual VP faces in the bulk (left), bulk slab (centre) and
surfacial slab (right) of water described with different models
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A specific characteristic rendering additional information about the structuring
and the electric properties is the average dipole moment component along the Z
axis. It is related to the local polarisation of the system:

Pz zð Þ= ⟨∑
m
δ z− zmð Þ ∑

j
qjmzjm

 !
⟩ ð3Þ

where δ z− zmð Þ is the Dirac delta-function, m and j label the molecules and atoms,
and qjm and zjm are atomic net charges and Z-coordinates, respectively. Dipole
orientation with respect to the Z-axis is presented in Fig. 12, revealing that the
residual μz values are essentially zero in the bulk with pronounced variation at the
surface. In all cases the outermost water molecules are oriented with the hydrogens
towards the vapour, while the more inner species are directed oppositely.
Depending on the water model, three types of behaviour is demonstrated at the
water/vapour interface: SPC and TIP3P water molecules are more oriented in the
outer than in the inner sublayer which seems unphysical; the SW-RIGID-ISO
waters have the same degree of orientation of the inner and outer molecules; the
TIP4P, SWM4-NDP and COS/G2 models display more intense ‘Z-ward’ orienta-
tion of the subsurfacial waters while the outer dipoles are more parallel to the
surface having at least one hydrogen directed to the non-polar phase. This result
indicates that there is a region of predominating positive charges in the “evapo-
rating” part of the interfacial layer and more marked negative charges at the inner
“condensed” sublayer.

Table 3 Mean and reference values of the dipole moment per molecule of bulk water obtained
using various water models

SPC TIP3P TIP4P SW-RIGID-ISO SWM4-NDP COS/G2 Experiment

µ [D] 2.27 2.35 2.18 2.61 ± 0.15 2.46 ± 0.16 2.61 ± 0.17 2.95 [93]

Ref.
µ [D]

2.27 [94] 2.35 [95] 2.18 [77] 2.61 [78] 2.46 [94] 2.59 [79]

Fig. 12 Residual Z-component of the dipole moment at the water/vapour (left) and at
TIP4P/alkanes (right) interfaces
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The presence of alkanes does not change the profile and no particular depen-
dence on the hydrocarbon chain length can be identified. Overall, the peaks in both
interfacial sublayers intensify with chain extension.

The dipole moment orientation in the DLPC containing systems is shown in
Fig. 13. The values are larger by an order of magnitude revealing much more
pronounced orientation of the surfacial water molecules in a direction normal to the
interface. The profiles are completely different: the water molecules are oriented
with the hydrogen atoms towards the hydrophilic phospholipid heads and there is
no compensating water counterpart—the compensatory role is played by the heads.
Yet in the TIP4P/DLPC/vapour case water molecules stuck among the tails (as
evidenced in the density plots, ESM: Fig. S1) are oriented in a way balancing the IS
polarity, while in the TIP4P/DLPC/octane this contribution is almost missing. The
dissimilarity of the two DLPC films is clearly visible.

In brief, the presence of surfactant monolayer causes marked water reorgani-
zation at both the water/DLPC/vapour and water/DLPC/alkanes interfaces, more
sizeable in the former system, resulting in inverted polarity of these layers.

3.5 Surface/Interface Tension

MD simulations data allow the assessment of surface tension according to the
following equation:

σ =
1
2
Lz Pzz −

1
2

Pxx +Pyy
� �� �

ð4Þ

where Pqq are the statistical averages of elements of the pressure tensor and Lz is the
periodic box length along the axis normal to the surface, the Z-axis [96]. The
calculated values are presented in Table 4 and they fully agree with those obtained
by other authors—53.4, 49.5 and 54.7 mN/m for the SPC, TIP3P and TIP4P
models respectively [97]. Apparently, the values obtained with the polarisable
models are much closer to the experimental findings.

Fig. 13 Residual Z-component of the dipole moment at the water/DLPC/vapour (left) and at
water/DLPC/alkanes (right) interfaces
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The surface tension is a feature which is highly sensitive to interface modifi-
cations. The presence of alkanes should reduce its value which is confirmed by the
results obtained and the experimental values provided (Table 4). The surface ten-
sion grows monotonously with alkane chain extension as it does at alkane/air
interfaces.

The magnitude of σ is not influenced by changes of the box size or of the force
fields employed for description of the alkanes (results not shown here), yet in all
cases where polarisation is ignored the computed values are well below the
experimental ones. The use of polarisable water models produces much more
reliable results for both kinds of direct interfaces.

3.6 Hydrogen Bonds

Hydrogen bonds are the main reason for the peculiar structure and properties of
water. In this study, the number of hydrogen bonds during the simulation was
monitored and averaged per molecule at each step of the simulation (mean values
presented in Table 5) aiming at the evaluation of H-bonding robustness. In the bulk,
water molecules participate in 4 H-bonds on the average, which matches the con-
ventional observations. However, using the same criteria (bond length RHB ≤ 2.5
Å [101] and angle H–O … H α ≤ 70°, as these are the values recommended by
IUPAC [102]), and employing the polarisable COS/G2 water model, we found only
2 H-bonds per molecule, which agrees with another theory of water structuring
suggesting the formation of chains and rings [7]. For the interfacial water/vapour
layer, half of this number is registered (∼2 with non-polarisable fields and ∼1 with
COS/G2), which is also in accord with literature data, disclosing reduced number of
hydrogen bonds at the interface invoking higher reactivity of surfacial water.
Replacement of the vapour with alkanes results in a minor increase both in the bulk
and at the surface with no distinct correlation with the alkane chain length.

Table 4 Surface/Interface tension (σ) obtained for different water models and interfaces

Model σ [mN/m] σexp [mN/m]

SPC 51.99 ± 0.08 71.99 ± 0.05 [98]
TIP3P 48.28 ± 0.04
SW-RIGID-ISO 76.57 ± 0.03

SWM4-NDP 63.26 ± 0.03
COS/G2 65.82 ± 0.01
TIP4P /vapour 53.72 ± 0.02

/C5 48.57 ± 0.01 48.74–50.80 [99]
/C6 48.97 ± 0.01 50.38–51.25 [99]
/C7 49.92 ± 0.07 50.71–51.64 [99]
/C8 51.19 ± 0.04 51.30–52.30 [100]
/C9 51.61 ± 0.06 52.20–53.00 [100]
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It is obvious for both interfaces that the average number of neighbours in the
bulk is smaller than that of H-bonds, indicating that part of the neighbours form
more than one H-bonds, whereas at the interface, irrespective of the more compact
packing, the lack of neighbours in one of the half-spaces reduces the hydrogen
bonding capacity. It should be noted that enhanced compactness does not neces-
sarily mean better organisation or long-range ordering. Overall, the interfacial
water/vapour and water/alkanes layers feature tighter packing and deteriorated
ordering corroborated by all types of analyses presented in this study.

4 Conclusion

The study addresses the water structuring in bulk and surfacial water at the interface
with water vapour or alkanes of different chain length. One of the aims of the work
was to assess the reproducibility of experimental data using an assortment of
polarisable and non-polarisable water models and to check for which properties the
utilisation of polarisable models is critical. Simple polarisable models based on
Drude oscillators were tested in order to keep the computational costs low. For bulk
water and water/vapour systems the models TIP4P, SWM4-NDP and COS/G2
performed best. The superiority of the polarisable water models stood out most
markedly in the evaluation of dipole moments and surface tensions. Since the
TIP4P model produced results commeasurable with the polarisable ones, it was
used predominantly further on to simulate water/alkane (C5–C9) interfaces and to
quantify the structural parameters of water obtained from RDFs and Voronoi
analyses. It was found that the surface layer width is in the range 5.7–6.9 Å in
accordance with literature data. The molecules in this layer are organised in a more
compact and less ordered manner. The ordering is owed mainly to hydrogen bonds

Table 5 Average number of hydrogen bonds per molecule during the simulation of bulk water
and of water/vapour and water/alkanes systems using different water models

Model B BS IS

SPC 4.06 ± 0.07 4.05 ± 0.07 2.33 ± 0.13
TIP3P 4.01 ± 0.07 4.01 ± 0.07 2.18 ± 0.15
TIP4P /vapour 3.87 ± 0.07 3.86 ± 0.07 2.10 ± 0.14

/C5 3.93 ± 0.07 2.01 ± 0.17
/C6 3.92 ± 0.07 2.10 ± 1.17
/C7 3.92 ± 0.07 1.99 ± 0.17
/C8 3.93 ± 0.07 1.86 ± 0.18
/C9 3.92 ± 0.07 1.93 ± 0.17

SW-RIGID-ISO 4.05 ± 0.07 4.04 ± 0.08 2.05 ± 0.14
SWM4-NDP 4.01 ± 0.07 4.01 ± 0.07 1.95 ± 0.16

COS/G2 2.01 ± 0.05 2.01 ± 0.05 1.05 ± 0.12
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which are twice as many in the bulk compared to the surface. The number of nearest
neighbours, the asphericity parameter and analysis of the characteristics of the
Voronoi cells showed that the tetrahedral coordination was blurred and more
complex polyhedra were formed. The surface layer was found to consist of two
sublayers, inner and outer, with oppositely oriented unequal polarity, defining areas
of residual charges at the interface.

In addition to the systems with direct contact between water and non-polar
fluids, interfaces mediated by lipid (DLPC) monolayers were modelled. The polar
and non-polar fragments of the mediating surfactant are covalently bound and the
monolayer was meant to seam together the two phases. The width of the surface
water layer tripled upon DLPC inset. The compactness of the surfacial water, which
was enhanced by the presence of alkanes, was tightened further by the lipid
introduction. However, the water orientation was changed and the surfacial polarity
was inverted, balanced by the lipid heads instead of the diffuse outer sublayer.
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Molecular Design of Organometallic
Materials: Effect of the Metallophilic
Interactions, Ligand, Metal, and Oxidation
State

Julia Romanova, M.R. Ranga Prabhath, Yousif Sadik
and Peter D. Jarowski

Abstract The present book chapter is devoted to metal (M) homoleptic complexes
with pyridyl–triazolate ligands (L) and their importance for the molecular design of
optical and conducting materials. It summarizes our recently published, as well as
new DFT/TD-DFT results on the role of the ligand, metal and oxidation state for
tuning of molecular and supramolecular properties in ML2 complexes. The inter-
molecular interactions are taken into account by comparison between monomer
(ML2) and dimer organometallic complexes (ML2 … ML2). The ligand effect is
demonstrated in Pt(II)-complexes by modifying the electronic structure of the
pyridyl-triazolate ligands. The role of the metal is estimated in the case of Pd(II)
and Pt(II)-complexes with the same pyridyl-triazolate ligand. The effect of the
oxidation state is revealed by simulations on Pt(II)-dimers in mixed valence [ML2

… ML2]
+• and doubly oxidized [ML2 … ML2]

2+ states. The obtained
structure-property relationships are interpreted with respect to available experi-
mental data and are used for the formulation of molecular design strategies.

Keywords Metallophilic interaction ⋅ Excimer ⋅ Ligand effect ⋅ Oxidation
(p-doping) ⋅ TD-DFT

1 Introduction

Organometallic complexes represent powerful building blocks for advanced
materials with applications in catalysis [1], molecular electronics and photonics [2–
5], magnetic devices [6], solar cells [7, 8], anticancer therapy [9], biomolecular and
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cellular probes [10–13], and many more. The wide area application of these
molecules originates from their hybrid structural theme, which successfully com-
bines the functionalities of purely organic and inorganic compounds. Moreover, the
organic/inorganic fusion promotes a rich response to external stimuli, such as light,
voltage, pressure, pH, solvent, temperature, as well as electric and magnetic fields.
As the molecular response to stimuli is the main mechanism to transfer information
at the material level, the hybrid or nanohybrid approach targets this scale directly
through molecular design [14, 15]. The hybrid approach can be also applied to
supramolecular interactions, though with less precision, when aiming to design
multi-stimuli (smart) materials.

However, even armed with organometallic building blocks [16, 17], there are
many challenges in the molecular design of advanced materials. At the molecular
level, the challenges of material design are associated with the need for a better
fundamental understanding of structural concepts toward the creation of
organic-inorganic motifs, i.e. what is the best combination between metal and
ligand for a given functionality. At the supramolecular level, the material design
challenges are related to the intermolecular interactions and self-assembly of the
constituent molecules [18–22]. For the latter, the challenges are even greater since,
in addition to the structural diversity of metal-ligand combinations, different
intermolecular interactions can occur and strongly affect the material structure and
response. Moreover, these interactions are not only limited to the organometallic
building blocks but also include molecules in their environment (solvent and
counter-ions).

Metallophilic interaction (metal-metal attraction) represents an intriguing type of
intermolecular interactions between organometallic complexes [23–25]. It has been
demonstrated that external stimuli such as light and voltage can modulate inter-
molecular metallophilic interactions, which in turn give rise to smart materials with
unique luminescent and conducting properties [14]. It has also been shown that the
metal-metal attraction can be the driving force for self-assembly and formation of
discrete dimer structures or even metallostrings [26]. Therefore, the ability to
modulate the metallophilic interactions represents a promising approach to tune the
material properties. However, in order to take advantage of the metallophilic
interaction in the design of new materials, complexes of metals with low coordi-
nation number and relatively high relativistic effects are required. Such metals are
Pt(II), Au(I) and Hg(II) [23]. In addition, due to the complexity of the
organic-inorganic theme, the metallophilic interaction can be regulated by ligand
architecture, π-π stacking strength and solubility [27].

Good examples for luminescent materials working through light-driven inter-
molecular metallophilic interactions can be found in the family of Pt(II)-complexes
[28–31]. The luminescent properties of such complexes vary substantially going
from monomer (low concentrated solutions) to supramolecular level (high con-
centrated solutions and solid state). In most of the cases, the emission maxima
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measured in the solid state are strongly red-shifted with respect to the isolated
monomers, and this behaviour has been explained by an excited state aggregation,
as well as by the formation of excimers with covalent metal-metal bonds [32–34]. It
has also been shown that such excimer formation, i.e. the metallophilic interactions
in the excited state, can be suppressed by introducing bulky substituents in the
ligand [35].

The family of Pt(II)-complexes also contains many representatives with good
conducting properties originating from metallophilic interactions. There are many
examples of one-dimensional (1D) structures composed of square-planar Pt(II)-
complexes, where the metallophilic bonding is strengthened by partial oxidation
[25, 36–39]. Due to the partial oxidation and short metal-metal contacts, such
materials have a mixed valance (MV) nature [40, 41] and enhanced conducting
properties. In addition, recently metallopolymers with direct Pt–Pt bonds have
shown to be strong near-infrared (NIR) emitters with emissions above 1000 nm,
due to the formation of MV species [42]. In some cases the metallophilic inter-
actions in the 1D mixed-valence structures occur only within discrete dimers,
because the latter are split by an organic or halide ligand (X). Such structures are
called 1D MMX complexes and also possess good semiconducting or metallic
properties [43–46].

The present DFT/TD-DFT investigation gives insights into molecular design of
new luminescent and conducting materials through the exploration of different
metal-ligand combinations. It aims to demonstrate how the ligand, metal and the
oxidation state can be used in order to tune molecular and supramolecular prop-
erties in organometallic ML2 complexes. In particular, our molecular set is com-
posed of organometallic complexes, which contain four different pyridyl–triazolate
ligands as coordination sites and Pd(II) or Pt(II) as metal centers (Scheme 1). In
order to contribute to the decoding of the supramolecular puzzle in organometallics,
in addition to the monomer complexes, we simulated metallophilic dimers
(Scheme 1). Since, the investigated organometallic complexes and their dimers can
be regarded as promising building blocks for luminescent and conducting materials,
we simulated their response to external stimuli, such as light and voltage. The
interactions with light and the effect of an applied voltage were simulated by excited
state calculations and ground state computations on oxidized mixed valent forms,
respectively.

The chapter is organized as follows. Section 2 represents the computational
methodology. Section 3 presents our previous results on the role of the ligand [32–
34], as well as new results on the effect of the metal type and oxidation state, and it
contains discussions on the molecular and supramolecular structure and properties.
Section 4 summarizes the main conclusions on the theoretically derived
structure-property relationships and defines molecular design guidelines that can be
applied in the laboratory synthesis of new functional organometallic materials.
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2 Computational Procedure

The ground-state (S0) and excited-state (Sn, Tn) structures of the organometallic
complexes and their dimers (Scheme 1) were obtained with the PBE0 [47] and
PBE0-D3 [48] functionals by using the density functional theory (DFT) and its time
dependent formulation (TD-DFT). The electronic shells of the metal atoms are
described by Stuttgart/Dresden (SDD) pseudopotential and basis set, while Pople
6-31G* split-valence basis set is used for the ligands. In order to take into account
the electrostatic interactions with the solvent ethanol (ε0 = 24.85, ε∞ = 1.85), the
polarizable continuum model (PCM) in its integral equation formalism variant was
applied [49–51]. The frequency analysis confirms that the optimized ground-state
structures represent true minima on the potential energy surface. In the instances
where the convergence in the excited triplet states were not achieved, the T1 excited
state geometry was taken from DFT optimization. The TD-DFT optimizations were
performed without symmetry constraints, which allows symmetry breaking in
excited state. In case the symmetry is preserved, the equivalent bond lengths from
all four ligands are averaged and only the symmetrically unique bond lengths are
listed. The vertical absorption and emission energies were obtained with linear
response solvation. All quantum-chemical calculations were performed with the
Gaussian 09 program package [52]. The molecular orbitals were visualized with
GaussView 5 [53] with an isosurface value of 0.02.

Dispersion correction was used only for the ground states of the dimers, because
it was previously demonstrated that its inclusion has a strong impact on the Pt–Pt
intermolecular distance and hence on the calculated dimerization energies [34]. On
the other hand, due to the strong Pt–Pt intermolecular interaction in excited states it
was found that the PBE0 and PBE-D3 methods predict identical optimized
geometries at the TD-DFT level [34].

3 Results and Discussion

3.1 Effect of the Ligand

Our recent experimental and theoretical investigations demonstrate the ligand effect
on the metallophilic interaction in luminescent organometallic complexes [32–34]:
Pt(LD)2, Pt(LH)2, Pt(LA)2 and Pt(LA2)2. These studies were focused on
homoleptic Pt complexes with pyridyl-triazolate coordination sites (Scheme 1),
where the electronic structure of the ligand is systematically modified by an
attachment of a substituent to the pyridine cycle. The substituents –N(CH3)2, –H,
–CHO or –CH=C(CN)2 were chosen due to the variation of their π-donor/acceptor
properties [54]. The numerical results were obtained by the computational protocol
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described in this chapter and herein we briefly present the main results on the ligand
effect.

The TD-DFT/PBE0/PCM calculations for the monomers reveal that the
S1 → S0/T1 → S0 emission energies lie between 375/473 nm for Pt(LH)2 and
461/956 nm for Pt(LA2)2. The photoluminescence spectra of the complexes in
diluted solutions show maxima in the range between 397 nm for Pt(LD)2 and
408 nm for Pt(LA2)2. The simulations for the dimers predict S1 → S0/T1 → S0
emission energies at 524/584 nm for Pt(LD)2, 554/591 nm for Pt(LH)2,
587/613 nm for Pt(LA)2 and 745/795 nm for Pt(LA2)2. The experimentally
observed emission maxima at high concentrations/thin films demonstrate
459/487 nm for Pt(LD)2, 540/541 nm for Pt(LH)2, 575/602 nm for Pt(LA)2 and
599/625 nm for Pt(LA2)2. Based on the experimental data and the PBE0 results for
the excited-state structure of the monomer and dimer complexes it was concluded
that [32–34]:

(1) in the monomers the emitting states are with metal-to-ligand charge transfer
(MLCT) character, while in the dimers the emission originates from
metal-to-metal-to-ligand charge transfer (MMLCT) states

(2) in the monomers the excitation to the first MLCT state mainly affect the
Pt-triazole bond and the triazolate cycle, while in the dimers the excitation to
the first MMLCT state induces strong structural changes to the Pt–Pt inter-
molecular bond

(3) in excited states the metallophilic interaction is strong and causes an excimer
formation (Pt–Pt bond lengths < 2.9 Å); in ground states the metal-metal
attraction is weak (Pt–Pt bond lengths > 3.5 Å) but slightly improves when the
π-acceptor strength of the substituent/ligand increases

(4) the tunability in the emission properties at the monomer level is weak but at the
dimer level becomes strong and dependent on the π-donor/acceptor strength of
the ligand; the stronger the π-acceptor character of the substituent (ligand) the
larger the red shift in emission energy

(5) S1 and T1 in the dimers lie closely with the ΔES1 −T1 energy difference
decreasing from 0.24 to 0.10 eV when the π-acceptor strength of the ligands
increases

(6) the possibility to simultaneously tune the emission wavelength and ΔES1 −T1

difference by ligand modification in Pt(II) complexes was suggested as a
promising approach for the discovery of new highly efficient luminescent [55]
and singlet fission materials [56].

The effect of the ligand on metallophilic interaction in the ground and excited
states is qualitatively explained in Scheme 2. The metallophilic interaction in
ground state occurs due to overlap between the 5dz

2 orbitals of adjacent Pt-atoms.
This leads to the formation of bonding (σ) and antibonding (σ*) sigma molecular
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orbitals within the dimers. The dimer molecular orbitals are doubly occupied and
therefore in the ground-state, the metallophilic intermolecular interaction is weak.
The ligand field determines the energy of the monomer 5dz

2 orbitals. When the
π-acceptor strength of the ligand (substituent) increases, the energy of the monomer
5dz

2 orbital decreases [34]. The lower the energy of the 5dz
2, the higher ΔEσ-σ*

splitting and the shorter Pt–Pt bond length is [34]. Therefore, the metal-metal
attraction in ground-state slightly increases in line with the π-acceptor strength of
the substituent (ligand). The excitation in the dimers causes one-electron extraction
from σ*(dz2-dz2), which reduces the number of electrons in the antibonding
molecular orbital and stabilizes the Pt–Pt interaction. Therefore, the Pt–Pt bonds
in the excited state are shorter and their length approaches the covalent region
∼2.7–2.8 Å. On the other hand, the ΔEσ-σ* splitting in excited-state remains
affected by the ligand field.

3.2 Effect of the Metal

Here, we present new results on the effect of metal (Pd or Pt) on the metallophilic
interaction in ground and excited states of homoleptic M(LA2)2 complexes. For
this purpose, we focus on complexes with the LA2 ligand, where the
pyridyl-triazolate coordination sites are functionalized with –CH=C(CN)2 groups
(Scheme 1). We chose this ligand as the Pt(LA2)2 complex was part of the
molecular set in the investigation of the ligand effect, which allows us to compare
different aspects of the metallophilic interaction. Additionally, the comparison
between Pt(LA2)2 and Pd(LA2)2 is motivated by the fact that both metals have
d8-electronic configuration and form square-planar complexes but Pd has a lower
atomic number than Pt, which allows us to track the impact of the relativistic effects
on the metallophilic interaction [23].

The optimized ground state geometries of Pd(LA2)2 and Pt(LA2)2 monomers
are presented in Table 1. The structural differences are very small. For the C–C,
C–N and N–N bonds, the absolute bond length differences between the monomers
are below 0.003 Å, while for the M-N1Py and M-N2Tr bonds they amount to
0.006 Å. It should be noted that the Pt-N1Py bond is shorter than the Pd-N1Py one,
which indicates slightly weaker interaction between the Pd and pyridine ring.
However, an opposite behavior is observed for M-N2Tr bonds and hence slightly
stronger interaction between Pd and the triazolate cycles. The results on the
absorption properties of Pd(LA2)2 and Pt(LA2)2 monomers are also very similar
(Table 2). The S0 → S1/S0 → T1 transition energies for Pd(LA2)2 are predicted
at 385/597 nm, while for Pt(LA2)2 they are at 415/600 nm. Therefore, our simu-
lations reveal rather weak tunability in absorption properties by metal ion modifi-
cation. Both S0 → S1 transitions are predicted with relatively high oscillator
strength, however, a hypochromic shift is observed for the Pt-complex (0.4189)
with respect to its Pd-equivalent (1.1888). The molecular orbital analysis indicates
that S1/T1 excitations in Pt(LA2)2 and S1 in Pd(LA2)2 are mainly associated with
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Table 1 Optimized PBE0/PCM bond lengths [Å] in the ground- and excited-states of Pd(LA2)2
and Pt(LA2)2. The atom labelling is according to Scheme 3 and L1/2 denote ligand 1/2

M = Pd M = Pt
S0 S1 T1

aS0
aS1 T1

L1 L1 L1 L1 L1 L1

M-N1Py 2.061 2.055 2.059 2.055 2.063 2.051
N1Py-C1Py 1.363 1.392 1.376 1.366 1.377 1.380
C1Py-C2Py 1.397 1.406 1.408 1.396 1.397 1.407
C2Py-C3Py 1.380 1.376 1.370 1.380 1.377 1.370
C3Py-C4Py 1.409 1.428 1.434 1.409 1.420 1.434
C4Py-C5Py 1.403 1.434 1.444 1.402 1.407 1.442
C5Py-N1Py 1.330 1.310 1.315 1.333 1.327 1.318
M-N2Tr 2.003 2.002 2.002 2.009 1.964 2.007

N2Tr-N3Tr 1.310 1.299 1.316 1.313 1.328 1.318
N3Tr-N4Tr 1.327 1.350 1.325 1.327 1.309 1.324
N4Tr-C6Tr 1.344 1.326 1.345 1.343 1.359 1.345
C6Tr-C7Tr 1.389 1.413 1.393 1.389 1.377 1.392
C7Tr-N2Tr 1.358 1.376 1.358 1.358 1.382 1.358
C7Tr-C1Py 1.435 1.413 1.429 1.433 1.427 1.428
C4Py-C8R 1.444 1.412 1.389 1.445 1.430 1.414
C8R-C9R 1.363 1.407 1.487 1.363 1.379 1.412
C9R-C10R 1.427 1.413 1.401 1.430 1.422 1.415
C10R-N5R 1.162 1.168 1.171 1.162 1.165 1.166

L2 L2 L2
M-N1Py 2.063 2.063 2.055
N1Py-C1Py 1.364 1.363 1.366
C1Py-C2Py 1.397 1.397 1.396
C2Py-C3Py 1.380 1.380 1.379
C3Py-C4Py 1.409 1.409 1.409
C4Py-C5Py 1.403 1.403 1.402
C5Py-N1Py 1.330 1.330 1.333
M-N2Tr 1.999 2.008 2.013
N2Tr-N3Tr 1.311 1.310 1.312
N3Tr-N4Tr 1.326 1.328 1.327
N4Tr-C6Tr 1.345 1.344 1.343
C6Tr-C7Tr 1.388 1.389 1.389
C7Tr-N2Tr 1.359 1.358 1.358
C7Tr-C1Py 1.434 1.435 1.433
C4Py-C8R 1.444 1.444 1.414
C8R-C9R 1.364 1.364 1.412
C9R-C10R 1.427 1.427 1.415
C10R-N5R 1.162 1.162 1.166
aResults are from Ref. [34]
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HOMO to LUMO transitions (Figure S1, SI). These excitations are assigned as
MLCT transitions. However, T1 in Pd(LA2)2 has mixed character and, in addition
to HOMO to LUMO transition, involves HOMO-1 to LUMO+1 transition—both
configurations with equal weights (Figure S1, SI). Therefore, the T1 excitation in
Pd(LA2)2 is assigned as mixed MLCT and intra-ligand (IL) transition. It is
important to note that in Pd(LA2)2 complex, the metal coefficient in the HOMO
orbital is much smaller than in the Pt-analogue and hence Pd(II) is less involved in
the MLCT excitation than Pt(II).

Despite the similar S0 geometries of Pd(LA2)2 and Pt(LA2)2 monomers, the
optimized S1 structures are quite different (Table 1). An excitation from S0 to S1 in
Pd(LA2)2 slightly affects the M-N bonds and only one of the ligands is subject to
structural modifications. In this case, the bond length differences (BLD) between
the ground and excited states are 0.005 Å for Pd-N1Py and 0.001 Å for Pt-N2Tr.
The most pronounced BLD is observed for the C8R-C9R bond, which elongates
with 0.043 Å. Such elongation in Pd(LA2)2 is also associated with an increased
quinoid character of the affected ligand upon excitation. The larger quinoid char-
acter of the ligand in the excited state is also obvious from the increased ‘double’
character of C8R-C4Py, N1Py-C5Py, C2Py-C3Py, C7Tr-C1Py, N2Tr-N3Tr and N4Tr-
C6Tr bonds in S1. When Pd(LA2)2 is excited to T1, again only one of the ligands is
affected. Comparison between S0 and T1 optimized geometries shows an increased
quinoid character of the pyridine cycle but slightly affected triazolate ring
(BLDs ≤ 0.006 Å) and metal-nitrogen bonds (BLDs = 0.002 Å). Indeed, the first

Table 2 Vertical absorption and emission energies E [eV], wavelengths λ [nm] and oscillator
strength f computed for Pd and Pt complexes with LA2 ligands. The results are obtained at the
TD-DFT/PBE0/PCM level with linear response solvation in ethanol

Absorption Emission
ES E λ f ES E λ f

Pd(LA2)2 S1 3.22 385 1.1888 S1 2.81 441 1.3781
T1 2.08 597 – T1 1.31 945 –

Pd(LA2)2 … Pd
(LA2)2

S1 3.00 413 0.0239 S1 2.42 512 0.4187
S2 3.07 404 0.6103
T1 2.06 602 – T1 NA* NA* –

aPt(LA2)2 S1 2.99 415 0.4189 S1 2.69 461 0.4771
T1 2.07 600 – T1 1.30 956 –

aPt(LA2)2 … Pt
(LA2)2

S1 2.73 453 0.0180 S1 1.66 745 0.0309
S3 2.93 423 0.4998
T1 2.05 603 – T1 1.56** 796** –

[Pt(LA2)2 … Pt
(LA2)2]

+
D1 1.26 986 0.0026

aResults are from Ref. [34]
*The excitation energy is negative due to the multireference character of the ground state caused
by rotation around –CH=C(CN)2 in T1

**Estimated on DFT optimized T1 geometry
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triplet excitation is localized in the C8R-C9R region and this bond elongates sub-
stantially with 0.123 Å. Such strong elongation is associated with a change in the
C8R-C9R bond character from ‘double’ to ‘single’. According to the molecular
orbital analysis, the optimized S1 and T1 excited states of Pd(LA2)2 can be clas-
sified as HOMO to LUMO transition. In these excitations, HOMO spans one of the
ligands and possess very small metal contribution, while LUMO is entirely ligand
based (Figure S2, SI). The results on the Pt-complex show that when Pt(LA2)2 is
excited to S1, both ligands are equally involved. Moreover, in this case the
S1 → S0 transition induces strongest structural changes in the Pt-N2Tr bonds,
which decrease by 0.045 Å. The better coupling between Pt(II) and 5-membered
ring in S1 leads to stronger geometrical redistribution in the triazolate than in
pyridine moieties. The ‘double’ character of N2Tr-N3Tr and N4Tr-C6Tr bonds
decreases when going from S0 to S1, while it increases for the other bonds in the
triazolate cycle. Therefore, the triazolate ring shows a different conjugation pattern
in the S1 excited state of Pd- and of Pt-complexes. On the other hand, in both
complexes the pyridine ring and its substituents have qualitatively similar struc-
tures. In Pt(LA2)2, the C8R-C9R bond is also elongated but only by 0.016 Å.
Therefore, in a quantitative aspect the S1 excitation in Pt(LA2)2 causes much
weaker modifications in the aromatic structure of the pyridine moiety than in Pd
(LA2)2. The molecular orbital analysis indicates that the optimized S1/T1 excited
states of Pt(LA2)2 possess MLCT character, involving HOMO and LUMO orbitals
(Figure S2, SI).

The S1 → S0/T1 → S0 emission wavelengths for Pd(LA2)2 are predicted at
441/945 nm, while for Pt(LA2)2 they are at 461/956 nm. This result is similar to
the absorption properties and indicates weak tunability in emission energies going
from Pd(LA2)2 to Pt(LA2)2. However, despite the weak tunability, there is a
difference between the electronic structure of the S1/T1 excited states in Pd- and
Pt-complexes. This difference is associated with much smaller contribution of Pd
(II) in the excitations with respect to Pt(II).

The optimized ground state geometries of Pd(LA2)2…Pd(LA2)2 and Pt(LA2)2
…Pt(LA2)2 are presented in Tables 3 and 4. The results indicate that in both
dimers, the molecular structure is almost unaffected by aggregation. The calculated
free energies of dimerization are slightly positive at PBE0 level and suggest weak
intermolecular interaction (5.5 kcal/mol for Pd and 7.2 kcal/mol for Pt). When the
dispersion correction is taken into account stronger interaction between the
monomers is predicted (−17.5 kcal/mol for Pd and −19.7 kcal/mol for Pt). In
addition, the intermolecular metal-metal distances in both complexes are very close
to each other. At PBE0/PBE0-D3 levels they amount to 3.582/3.087 Å for Pd and
3.572/3.058 Å for Pt. Therefore, at first sight it can be concluded that weak met-
allophilic interaction is the driving force for aggregation in both types of com-
plexes. However, in the case of Pd(LA2)2…Pd(LA2)2 HOMO is ligand based and
it represents π-π interaction between the monomers (Figure S1, SI). For the Pd
(LA2)2 dimer, the first occupied MO with dz

2 atomic coefficients is HOMO-4 and it
shows σ*(dz2-dz2) overlap between Pd ions (Figure S1, SI). On the other hand, in
the case of Pt(LA2)2…Pt(LA2)2, HOMO represents the σ*(dz2-dz2) overlap
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Table 3 Optimized PBE0/PCM bond lengths [Å] in the ground- and excited-states of
Pd(LA2)2…Pd(LA2)2. The atom labelling is according to Scheme 3, where M1/2 and L1/2
denote monomer 1/2 and ligand 1/2, respectively

S0 S0
D3 S1 T1

DFT

M1/L1 M1/L1 M1/L1 M2/L1 M1/L1 M2/L1

Pd-N1Py 2.060 2.054 2.065 2.059 2.061 2.060
N1Py-C1Py 1.363 1.363 1.370 1.376 1.368 1.363
C1Py-C2Py 1.397 1.397 1.400 1.403 1.401 1.397
C2Py-C3Py 1.379 1.379 1.382 1.380 1.376 1.380
C3Py-C4Py 1.409 1.410 1.408 1.415 1.420 1.408
C4Py-C5Py 1.403 1.403 1.412 1.421 1.419 1.403
C5Py-N1Py 1.330 1.329 1.323 1.319 1.325 1.330
M-N2Tr 2.003 2.001 2.017 2.010 2.004 2.005
N2Tr-N3Tr 1.310 1.310 1.306 1.309 1.313 1.310
N3Tr-N4Tr 1.328 1.329 1.340 1.336 1.326 1.328
N4Tr-C6Tr 1.344 1.344 1.331 1.334 1.346 1.345
C6Tr-C7Tr 1.389 1.389 1.412 1.411 1.389 1.389
C7Tr-N2Tr 1.357 1.358 1.358 1.361 1.357 1.357
C7Tr-C1Py 1.435 1.434 1.426 1.424 1.435 1.435
C4Py-C8R 1.444 1.443 1.443 1.431 1.407 1.445
C8R-C9R 1.364 1.364 1.366 1.384 1.474 1.362
C9R-C10R 1.427 1.427 1.427 1.420 1.405 1.427
C10R-N5R 1.162 1.162 1.162 1.165 1.169 1.162

M1/L2 M2/L2 M1/L2 M2/L2
Pd-N1Py 2.050 2.059 2.058 2.056
N1Py-C1Py 1.367 1.364 1.363 1.363
C1Py-C2Py 1.399 1.398 1.398 1.397
C2Py-C3Py 1.379 1.379 1.380 1.380
C3Py-C4Py 1.417 1.410 1.409 1.409
C4Py-C5Py 1.409 1.403 1.403 1.403
C5Py-N1Py 1.327 1.329 1.329 1.329
M-N2Tr 1.990 1.997 2.006 2.003

N2Tr-N3Tr 1.314 1.310 1.310 1.310
N3Tr-N4Tr 1.325 1.328 1.328 1.328
N4Tr-C6Tr 1.346 1.344 1.344 1.344
C6Tr-C7Tr 1.389 1.389 1.389 1.388
C7Tr-N2Tr 1.358 1.358 1.358 1.357
C7Tr-C1Py 1.435 1.433 1.435 1.435
C4Py-C8R 1.433 1.443 1.444 1.444
C8R-C9R 1.382 1.364 1.364 1.364
C9R-C10R 1.421 1.427 1.427 1.427
C10R-N5R 1.165 1.162 1.162 1.162
Pd-Pd 3.582 3.087 3.237 4.253
D3PBE0 results with D3 dispersion correction
DFTGeometry obtained by ground state DFT optimization of T1
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between the dz
2 atomic orbitals of Pt centers (Figure S1, SI). Comparison between

the complexes reveals that the ΔEσ-σ* splitting for Pd/Pt complexes are
0.83/1.13 eV at PBE0 level and 1.54/2.10 at PBE0-D3 level. Due to the smaller
ΔEσ-σ* splitting in the case of the Pd-dimer, the metal-metal attraction in the ground
state is weaker than in the Pt-dimer. The latter can be associated with the lower
atomic number and smaller relativistic effects of Pd with respect to Pt.

The calculated excitation energies for the dimers of Pd(LA2)2 and Pt(LA2)2 are
presented in Table 2. Similar to the case of monomers, weak tunability in the
absorption properties is observed and the aggregation induces a slight bathochromic
shift of the S0 → Sn transitions. Both dimers are characterized with two closely
lying singlet excited states S1 and S2/3. For these S0 → S1/S0 → S2/3 transitions,
TD-DFT predicts 413/404 nm in Pd(LA2)2…Pd(LA2)2 and 453/423 nm in
Pt(LA2)2…Pt(LA2)2. In addition, the excitations to the first triplet state are esti-
mated as 602 nm in Pd(LA2)2…Pd(LA2)2 and 603 nm in Pt(LA2)2…Pt(LA2)2.

Table 4 Optimized PBE0/PCM bond lengths [Å] in the ground- and excited-states of
Pt(LA2)2…Pt(LA2)2, as well as in its oxidized form [Pt(LA2)2…Pt(LA2)2]

+•. The atom
labelling is according to Scheme 3, where M1 and L1 denote monomer 1 and ligand 1

aS0
aS0

D3 aS1
aS1

D3 aT1
DFT D1

M1/L1 M1/L1 M1/L1 M1/L1 M1/L1 M1/L1

M-N1Py 2.054 2.052 2.064 2.058 2.066 2.070
N1Py-C1Py 1.366 1.366 1.369 1.370 1.368 1.365
C1Py-C2Py 1.396 1.396 1.398 1.398 1.397 1.395
C2Py-C3Py 1.379 1.379 1.377 1.377 1.378 1.380
C3Py-C4Py 1.409 1.410 1.416 1.416 1.415 1.408
C4Py-C5Py 1.402 1.401 1.403 1.402 1.404 1.403
C5Py-N1Py 1.332 1.332 1.331 1.330 1.331 1.333
M-N2Tr 2.009 2.007 2.014 2.014 2.016 2.016
N2Tr-N3Tr 1.312 1.312 1.316 1.316 1.316 1.313
N3Tr-N4Tr 1.327 1.329 1.323 1.323 1.322 1.323
N4Tr-C6Tr 1.343 1.343 1.346 1.346 1.346 1.346
C6Tr-C7Tr 1.389 1.389 1.389 1.389 1.388 1.388
C7Tr-N2Tr 1.357 1.358 1.358 1.359 1.357 1.356
C7Tr-C1Py 1.433 1.432 1.432 1.431 1.433 1.435
C4Py-C8R 1.444 1.443 1.438 1.438 1.447
C8R-C9R 1.364 1.364 1.371 1.371 1.362
C9R-C10R 1.427 1.427 1.425 1.424 1.428
C10R-N5R 1.162 1.162 1.163 1.163 1.162
Pt–Pt 3.573 3.058 2.845 2.837 2.839 2.853
aResults are from Ref. [34]
D3PBE0 results with dispersion correction
DFTGeometry obtained by ground state DFT optimization of T1
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Despite the weak tunability in absorption energies by metal ion modification, dif-
ferent excited state characters are observed for Pd- and Pt-dimers. The MO analysis
indicates that S1 of Pd(LA2)2…Pd(LA2)2 is mainly represented by one-electron
excitation from HOMO to LUMO, where both orbitals are ligand based and the
transition is of IL character (Figure S1, SI). On the other hand, the T1 state in the
Pd-dimer has high multi-reference character and is associated with four
one-electron configurations: HOMO to LUMO, HOMO-1 to LUMO+3, HOMO-2
to LUMO+1 and HOMO-2 to LUMO+2 (Figure S1, SI). All these configurations
have a comparable contribution with MO coefficients between 0.25030 and
0.36909. Therefore, the T1 excited state in Pd(LA2)2…Pd(LA2)2 has mixed IL and
MLCT character. In Pt-dimer, however, S1 and T1 are associated with HOMO to
LUMO transition and represent MMLCT excitations (Figure S1, SI), where
HOMO is σ*(dz2-dz2) and LUMO is ligand based.

The optimized singlet excited state geometry of Pd(LA2)2…Pd(LA2)2 is pre-
sented in Table 3. The results indicate an increase in the monomer-monomer
interaction when the dimer is excited to S1. The Pd-Pd intermolecular distance
decreases from 3.582 Å (S0) to 3.237 Å (S1). However, the Pd-Pd bond length in
the excited state is relatively long and does not suggest covalent metal-metal
interaction. Indeed, the reduction in intermolecular distances can be associated with
π-π interaction between the ligands (Figure S2, SI). The monomers in S1 of Pd
(LA2)2…Pd(LA2)2 are characterized with an asymmetrical molecular geometry
with respect to the ligands. Regarding the BLDs, one can see that in M1/L1 the
excitation mainly affects the triazolate cycle and Pd-N2Tr bond, while in M1/L2,
Pd-N2Tr, Pd-N1Py, C4Py-C8R and C8R-C9R bonds are subject to structural modi-
fications. The results also show that the second monomer in Pd(LA2)2…Pd(LA2)2
has geometry in which M2/L2 is almost unaffected upon excitation, while the main
structural modification in M2/L1 represents the increased C8R-C9R bond length and
ligand quinoid character. Indeed, monomer M2 has a geometry very similar to the
excited singlet state of the isolated complex. However, in the dimer, the BLDs with
respect to the ground state are smaller than in the isolated complex and therefore the
excitation induces weaker geometrical modifications. For example, in the dimer
when going from S0 to S1, C8R-C9R elongates by 0.021 Å (M2/L2), while in the
isolated complex the same bond length increases by 0.043 Å.

It is important to note that the TD-DFT optimization of T1 excited state of Pd
(LA2)2…Pd(LA2)2 was not converged. The reason for the un-optimized geometry
is that during the TD-DFT optimization, rotation around the C8R-C9R bond in one
of the ligands occurs, which causes the formation of a biradical structure and
RHF/UHF instability in the ground state wave function. This result is not surprising
since the MO analysis of the vertical S0 → T1 excitation suggests a multi-reference
character of the first triplet excited state.

An idea of how the dimer in a triplet state looks like can be obtained from the
DFT geometry optimization, T1

DFT (Table 3). The DFT results for the triplet state
show that the C8R-C9R bond in one of the ligands (M1/L1) increases from 1.364 Å
(S0) to 1.474 Å (T1

DFT) and that there is a photo-induced twist around this bond
(Figure S2, SI). Except the twist, the excited state geometry of monomer M1 is
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very similar to the excited triplet state of the isolated complex. On the other hand,
the excitation does not induce geometrical changes in M2. Therefore, despite the
aggregation, the excitation can be regarded as monomolecular. It is important to
note that, due to the rotation around the C8R-C9R bond the calculated excitation
energy on T1

DFT geometry are negative.
Our results on the Pd-complex show no evidence for strong metallophilic

interaction in the excited state. Indeed, the Pd-Pd bond length increases in the
excited state by 0.680 Å with respect to the DFT optimized high spin (T1

DFT)
structure and this is due to the observed photo-induced twist (Table 3, Figure S2,
SI). The lack of metallophlic interaction in the excited state is additionally con-
firmed by the MO analysis (Figure S2, SI), which shows ligand based HOMO and
LUMO orbitals. Due to the lack of metallophilic interaction in excited states of the
Pd(LA2)2 complex, one can not exclude the possibility of photo-induced twisting
around the C8R-C9R region even in the isolated monomer. Moreover, previous
experimental and theoretical calculations on purely organic compounds have
demonstrated photo-induced twisting in –CH=C(CN)2 groups associated with S0
S1 transition [57–59]. However, further experimental investigations on Pd(LA2)2
complex would be required to confirm our theoretical findings. If confirmed, the Pd
(LA2)2 complex cannot be regarded as a promising phosphorescent material due to
this ‘dark’ triplet state. In such a case, Pd(LA2)2 complex would represent a
promising luminescent molecular rotor, which would emit only when the excited
state rotation is constrained. Such luminescent molecular rotors are extremely
usable as microenvironmental restriction and viscosity-sensitive bioprobes [60–64].
Indeed, molecular rotors with photo-induced twist in –CH=C(CN)2 groups have
been already reported but only in the cases of for purely organic push-pull chro-
mophores, which fluoresce [65]. Our results reveal that the same photo-induced
twist is also possible for organometallic complexes.

Although the same ligand is involved, the character of the excited states of
Pt-dimers differs from the case of Pd. The S1 and T1 excited state geometries for the
Pt(LA2)2…Pt(LA2)2 dimer are presented in Table 4. The results indicate that S1
and T1 have almost identical molecular structures. Moreover, these excited states
possess geometries very similar to the ground state. The main structural difference
between the ground and excited states is in the Pt–Pt bond, which when going from
S0 → S1/S0 → T1 decreases by 0.728 Å/0.734 Å. As discussed earlier, such bond
length shortening is associated with strong metallophilic interaction in the excited
states and an excimer formation. The molecular orbital analysis demonstrate that
these excitations result from one electron transition from HOMO, which is σ*(dz2-
dz

2) to ligand based LUMO orbital and represent MMLCT states (Figure S2, SI).
The calculated emission energies for Pd(LA2)2…Pd(LA2)2 and Pt(LA2)2…Pt

(LA2)2 are represented in Table 2. In the case of the Pd-dimer there is a relatively
small bathochromic shift (0.41 eV) in the fluorescent energy with respect to the
monomer, while for the Pt-dimer the red-shift associated with the aggregation is
substantial (1.03 eV). Moreover, tunability in the emission energies is high and
depends on the type of the metal. The S1 → S0 transitions are predicted at 512 nm
for Pd and 745 nm for Pt dimer. This observation can be explained by the excited
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state metallophilic interaction, which occurs in Pt-complex and persists in the
Pd-analogue.

3.3 Effect of the Oxidation State

In the last section of the book chapter we will present new results on the effect of
oxidation state on the metallophilic interaction in Pd(LA2)2 complex. In this case,
the focus is only on the ground state of the dimers, in which none or one electrons
were removed: Pt(LA2)2…Pt(LA2)2 and [Pt(LA2)2…Pt(LA2)2]

+•. The choice of
complexes with the same LA2 ligand (Scheme 1) is driven by the possibility to
compare with the results on the ligand and metal effects.

The optimized bond lengths for the neutral and oxidized Pt(LA2)2…Pt(LA2)2
dimers, are presented in Table 4. The results clearly demonstrate that the metal-
lophilic interaction is enhanced by chemical or electrochemical oxidation
(p-doping). Moreover, the intermolecular attraction induced by oxidation occurs
mainly due to the metallophilicity and the ligands are fairly involved. The latter is
obvious from the relatively small bond length differences for the Pt–N, C–C, C–N
and N–N bonds (<|0.020| Å), as well as from the substantial reduction in the Pt–Pt
distance by 0.720 Å going from neutral to positively charged dimer. Due to the
strong decrease in the Pt–Pt bond length upon oxidation, the metal-ligand inter-
action in the oxidized dimers decreases. This is obvious from the elongation of
Pt-N1Py and Pt-N2Tr bonds in [Pt(LA2)2…Pt(LA2)2]

+•. Moreover, the Pt–Pt bond
length in the oxidized dimer is within the covalent region (2.853 Å). Therefore, the
oxidized dimers can be regarded as mixed valence compounds, where there is no
bridging ligand between the metal centres. The optimized geometry of [Pt(LA2)2…
Pt(LA2)2]

+• is symmetrical with respect to all four ligands and corresponds to
delocalized Pt2.5+–Pt2.5+ mixed valence situation.

TD-DFT results for the monooxidized dimer show that the first electronic
transition D0 → D1 lies in the near infrared region ∼986 nm and it is predicted
with a relatively low oscillator strength (0.0026). As a mixed valence compound,
the first excited state (D1) in [Pt(LA2)2…Pt(LA2)2]

+• has inter-valence charge
transfer character. It is associated with one-electron transition from HOMO-4β to
LUMOβ, where both orbitals represent metallophilic interaction (Figure S1, SI).
The donating HOMO-4β represents σ*(dxz-dxz) overlap between the metal ions and
has also contribution from triazolate cycles, while the accepting LUMOβ is asso-
ciated with σ*(dz2-dz2) overlap between the Pt centres. The first excited state for the
neutral dimer is at 453 nm and therefore, the appearance of near infrared absorption
for the monooxidized form reveals substantial changes in the optical properties of
the dimer. The low energy electronic transition also suggests an increase in the
conductivity going from neutral to monooxidized dimer. Moreover, due to the short
Pt–Pt contacts in the oxidized dimer, one can expect strong metal-metal coupling
and stabilization of [Pt(LA2)2…Pt(LA2)2]

+• with respect to Pt(LA2)2…Pt
(LA2)2. Such effects are not common in mixed valence compounds, where the
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metal centres are bridged via a molecular linker, but are highly desirable when
aiming to design advanced conducting materials. Therefore, our theoretical results
suggest that materials, where Pt(LA2)2…Pt(LA2)2 dimers exist (thin films for
example) will possess interesting redox behaviour and improved conducting
properties upon oxidation (p-doping). And finally, the enhanced metallophilic
interaction in [Pt(LA2)2…Pt(LA2)2]

+• can be understood from the MO analysis.
The HOMO orbital in Pt(LA2)2…Pt(LA2)2 represents σ*(dz2-dz2) overlap between
the dz

2 atomic orbitals of Pt ions. Electrochemical or chemical one-electron oxi-
dation of Pt(LA2)2…Pt(LA2)2 will remove an electron from this antibonding
orbital and stabilize the Pt–Pt interaction. This stabilization is reminiscent of the
case of photoexcitation. Furthermore, our results on the molecular structure show
that the geometry of the [Pt(LA2)2…Pt(LA2)2]

+• dimer is very similar to the S1/T1

excited state geometries in Pt(LA2)2…Pt(LA2)2.
The calculations on the doubly oxidized dimer [Pt(LA2)2…Pt(LA2)2]

2+ show
that the antibonding σ*(dz2-dz2) is empty, which also results in strong metal-metal
interaction (∼2.9 Å). The optimized geometries for [Pt(LA2)2…Pt(LA2)2]

2+ in
different spin states suggest Pt3+–Pt3+ non-mixed valence situation. The broken
symmetry singlet (<S2> = 1.04) and triplet geometries are almost identical and the
energy difference between the spin states is negligible ∼0.01 kcal/mol. These
results also indicate that the [Pt(LA2)2…Pt(LA2)2]

2+ dimer possess high diradical
character with respect to the neutral form. Due to the multireference character of [Pt
(LA2)2…Pt(LA2)2]

2+ and the need to go beyond the DFT/TD-DFT approaches,
we do not present and discuss here its absorption and emission properties. How-
ever, our results suggest that upon successive oxidation, the system goes from
closed-shell [Pt(LA2)2…Pt(LA2)2], open-shell doublet [Pt(LA2)2…Pt(LA2)2]

+•

to diradical [Pt(LA2)2…Pt(LA2)2]
2+, which as shown previously would lead to a

very intriguing behavior of the second hyperpolarizability [66]. In particular,
open-shell singlet molecules with intermediate diradical characters exhibit larger
values of the second hyperpolarizability than closed-shell and pure open-shell
molecules [67]. In this respect, our Pt-complexes can be regarded also as a
promising material for nonlinear optics.

4 Summary

The present theoretical investigation on ML2 complexes demonstrates the power of
the organometallic structural theme in the molecular design of new luminescent and
conducting materials. Starting from d8 metal ions, such as Pd(II) and Pt(II), and
pyridyl–triazolate ligands, analogous molecular and supramolecular (dimer) struc-
tures can be designed. Despite the similarity in the organometallic structures, dif-
ferent molecular functionalities can be obtained (Fig. 1). Moreover, such functional
variety originates not only from the specific metal-ligand combination but also from
specific intermolecular interactions.
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Fig. 1 Molecular design strategies by using organometallic theme with pyridyl-triazolate ligands,
Pt(II) and Pd(II)

Scheme 1 Chemical
structure of the investigated
monomer and dimer
complexes

Scheme 2 Qualitative
explanation of the ligand
effect (acceptor strength of the
substituent) on the formation
of ground and excited state
dimers in Pt-complexes due to
metallophilic interaction
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At a molecular level, rather week tunability in absorption and emission energies
of ML2 complexes are observed by the alteration of Pd(II) with Pt(II) and by the
modification of π-donor/acceptor properties of the pyridine substituents of the
ligands (–N(CH3)2, –H, –CHO or –CH=C(CN)2).

At the dimer level, weak metallophilic interactions between the monomers in the
ground state are observed. Although generally week, the ground state metal-metal
attraction in PtL2 complexes improves when the π-acceptor strength of the ligand
increases and when Pd (II) is replaced by Pt(II). The low-energy absorption tran-
sitions in the dimers are slightly affected by ligand or metal ion modification and are
close to those for the isolated monomers. On the other hand, the low energy
emission wavelengths and excited state character are both very sensitive to ligand
and metal ion alteration (Fig. 1). In all Pt-dimers, the metallophilic interaction is
enhanced upon excitation and this leads to the formation of excimers with covalent
metal-metal bonds (Fig. 1). As a result, the excimers possess MMLCT character,
and the emission wavelengths are strongly red-shifted with respect to the mono-
mers. Moreover, when the π-acceptor strength of the ligands in the PtL2 series
increases, the red-shift in the emission wavelength becomes stronger and the
ΔES1-T1 gap decreases. However, when the dimer of Pd-complexes with –CH=C
(CN)2 substituents is excited, metallophilic interaction is not observed. The excited
states in the Pd-dimer have IL character and monomer origin. Moreover, due to the
IL excitations in T1, the quinoid character of one of the ligands increases and this
causes rotation of the –C(CN)2 group. As a result, the excited triplet state in the
Pd-dimer is expected to be non-emitting (Figure S1, SI).

It was also demonstrated that the first oxidation of Pt-dimer improves the met-
allophilic interaction and leads to the formation of a mixed valent compound with a
direct link between the metal centers. The results predict NIR absorption for the
oxidized dimer and suggest improved conductivity upon p-doping. The doubly
oxidized Pt-dimer is characterized also with strong metallophilic interaction and
possesses diradical character, which is attractive for non-linear optical applications.

The proposed hybrid theme is demonstrated as a promising approach for the
molecular design of optical and conducting materials with different functionalities.

Acknowledgements The authors would like to thank Dr. David J. Carey for the helpful dis-
cussions, the Leverhulme Trust (RPG-2014-006) for funding and the National Service for

Scheme 3 Atom labelling in
the complexes with LA2
ligand, where M = Pt or Pd

Molecular Design of Organometallic Materials … 155



Computational Chemistry Software (NSCCS) at Imperial College London. M. R. R. P. would like
to thank the Southeast Physics Network (SEPnet) for student funding.

References

1. Lee J, Farha OK, Roberts J, Scheidt KA, Nguyen ST, Hupp JT (2009) Chem Soc Rev 38:1450
2. Kalinowski J, Fattori V, Cocchi M, Williams JAG (2011) Coord Chem Rev 255:2401
3. Yersin H, Rausch AF, Czerwieniec R (2012) Organometallic emitters for OLEDs: triplet

harvesting, singlet harvesting, case structures, and trends. In: Physics of organic semicon-
ductors, vol 371. Wiley-VCH Verlag

4. Liao C, Shelton AH, Kim K-Y, Schanze KS, Appl ACS (2011) Mater Interf 3:3225
5. Ho C-L, Wong W-Y (2011) Coord Chem Rev 255:2469
6. Miller JS (2014) Mater Today 17:207
7. Pashaei B, Shahroosvand H, Abbasi P (2015) RSC Adv 5:94814
8. Hagfeldt A, Grätzel M (2000) Acc Chem Res 33:269
9. (a) Martins P, Marques M, Coito L, Pombeiro AJ, Baptista PV, Fernandes AR (2014)

Anticancer Agents Med Chem 14:1199; (b) Alberto ME, Butera V, Russo N, Inorg Chem
50:6965; (c) Alberto ME, Russo N (2011) Chem Commun 47:887; (d) Pucci D, Bellusci A,
Bernardini S, Bloise R, Crispini A, Federici G, Liguori P, Lucas MF, Russo N, Valentini A
(2008) Dalton Trans 5897; (e) Alberto ME, Lucas MF, Pavelka M, Russo N (2008) J Phys
Chem B 112:10765

10. Hemmert C, Gornitzka H (2016) Dalton Trans 45:440
11. Arrowsmith RL, Pascu SI, Smugowski H (2012) Organomet Chem 38:1
12. Zhang KY, Lo KKW (2014) Metal complexes for cell and organism imaging. In: Inorganic

chemical biology: principles, techniques and applications. Wiley, UK, p 99
13. Stephenson GR (2005) Organometallic bioprobes. In: Bioorganometallics: biomolecules,

labeling, medicine. Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim, p 215
14. McConnell AJ, Wood CS, Neelakandan PP, Nitschke JR (2015) Chem Rev 115:7729
15. Zhuang J, Gordon MR, Ventura J, Li L, Thayumanavan S (2013) Chem Soc Rev 42:7421
16. Foscato M, Occhipinti G, Venkatraman V, Alsberg BK, Jensen VR (2014) J Chem Inf Model

54:767
17. Foscato M, Venkatraman V, Occhipinti G, Alsberg BK, Jensen VR (2014) J Chem Inf Model

54:1919
18. Lehn J-M (2002) Proc Natl Acad Sci USA 99:4763
19. Machado VG, Baxter PN, Lehn J-M (2001) J Braz Chem Soc 12:431
20. Lanigan N, Wang X (2013) Chem Commun 49:8133
21. Haiduc I, Edelmann FT (2013) Chem Commun 49:8133
22. Alvarez S, Ruiz E (2012) Self-assembly of coordination compounds: design principles. In:

Supramolecular chemistry: from molecules to nanomaterials, vol 5. Wiley, Chichester, UK,
1993

23. Pyykkö P (1997) Chem Rev 97:597
24. (a) Schmidbaur H, Schier A (2012) Chem Soc Rev 41:370; (b) Krogmann K (1969) Angew

Chem Int Ed 8:35
25. Georgieva I, Trendafilova N, Dodoff NI (2013) J Photochem Photobiol A: Chem 267:35
26. Campbell MG, Powers DC, Raynaud J, Graham MJ, Xie P, Lee E, Ritter T (2011) Nat Chem

3:949
27. Po C, Ke ZH, Tam AYY, Chow HF, Yam VWW (2013) Chem Eur J 19:15735
28. Tsai JL-L, Zou T, Liu J, Chen T, Chan AO-Y, Yang C, Lok C-N, Che C-M (2015) Chem Sci

6:3823
29. Kim D, Brédas J-L (2009) J Am Chem Soc 131:11371
30. Wan KT, Che CM, Cho KC (1991) J Chem Soc Dalton Trans 1077

156 J. Romanova et al.



31. Ma BW, Djurovich PI, Thompson ME (2005) Coord Chem Rev 249:1501
32. Ranga Prabhath MR, Romanova J, Curry RJ, Silva SRP, Jarowski PD (2015) Angew Chem

Int Ed 54:7949
33. Ranga Prabhath MR, Romanova J, Curry RJ, Silva SRP, Jarowski PD (2014) Abstracts of

Papers of the American Chemical Society 248. 248th National Meeting of the
American-Chemical-Society (ACS), San Francisco, CA

34. Romanova J, Ranga Prabhath MR, Jarowski PD (2016) J Phys Chem C 120:2002
35. (a) Amar A, Meghezzi H, Boixel J, Le Bozec H, Guerchais V, Jacquemin D, Boucekkine A

(2014) J Phys Chem A 118:6278
36. Underhill AE, Watkins DM (1980) Chem Soc Rev 9:429
37. Mitsumi M, Ueda H, Furukawa K, Ozawa Y, Toriumi K, Kurmoo M (2008) J Am Chem Soc

130:14102
38. Sakai K, Ishigami E, Konno Y, Kajiwara T, Ito T (2002) J Am Chem Soc 124:12088
39. Minot MJ, Perlstein JH (1971) Phys Rev Lett 26:371
40. Day P, Hush NS, Clark RJ (2008) Philos Trans A Math Phys Eng Sci 366:5
41. Parthey M, Kaupp M (2014) Chem Soc Rev 43:5067
42. Klaus DR, Keene M, Silchenko S, Berezin M, Gerasimchuk N (2015) Inorg Chem 54:1890
43. Matsumoto K, Arai S, Ochiai M, Chen W, Nakata A, Nakai H, Kinoshita S (2005) Inorg

Chem 44:8552
44. Kimizuka N, Oda N, Kunitake T (2000) Inorg Chem 39:2684
45. Iguchi H, Nafady A, Takaishi S, Yamashita M, Bond AM (2014) Inorg Chem 53:4022
46. Ozawa Y, Kim M, Toriumi K (2013) Acta Crystallogr Sect C Cryst Struct Commun 69:146
47. Adamo C, Barone V (1999) J Chem Phys 110:6158
48. Grimme S, Antony J, Ehrlich S, Krieg H (2010) J Chem Phys 132:154104
49. Miertus S, Scrocco E, Tomasi J (1981) Chem Phys 55:117
50. Cammi R, Mennucci B (1999) J Chem Phys 110:9877
51. Tomasi J, Mennucci B, Cammi R (2005) Chem Rev 105:2999
52. Gaussian 09, Revision A1, Frisch MJ, Trucks GW, Schlegel HB, Scuseria GE, Robb MA,

Cheeseman JR, Scalmani G, Barone V, Mennucci B, Petersson GA, Nakatsuji H, Caricato M,
Li X, Hratchian HP, Izmaylov AF, Bloino J, Zheng G, Sonnenberg JL, Hada M, Ehara M,
Toyota K, Fukuda R, Hasegawa J, Ishida M, Nakajima T, Honda Y, Kitao O, Nakai H,
Vreven T, Montgomery JA, Peralta Jr JE, Ogliaro F, Bearpark M, Heyd JJ, Brothers E,
Kudin KN, Staroverov VN, Kobayashi R, Normand J, Raghavachari K, Rendell A, Burant JC,
Iyengar SS, Tomasi J, Cossi M, Rega N, Millam JM, Klene M, Knox JE, Cross JB, Bakken V,
Adamo C, Jaramillo J, Gomperts R, Stratmann RE, Yazyev O, Austin AJ, Cammi R,
Pomelli C, Ochterski JW, Martin RL, Morokuma K, Zakrzewski VG, Voth GA, Salvador P,
Dannenberg JJ, Dapprich S, Daniels AD, Farkas Ö, Foresman JB, Ortiz JV, Cioslowski J,
Fox DJ (2009) Gaussian Inc., Wallingford CT

53. Dennington R, Keith T, Millam J (2009) GaussView, Version 5. Semichem Inc., Shawnee
Mission, KS

54. Hansch C, Leo A, Taft RW (1991) Chem Rev 91:165
55. Wang X, Gong SL, Song D, Lu Z-H, Wang S (2014) Adv Funct Mater 24:7257
56. Smith MB, Michl J (2013) Ann Rev Phys Chem 64:361
57. Louant O, Champagne B, Liégeois V (2015) Chem Phys Lett 634:249
58. Allen BD, Benniston AC, Harriman A, Rostron SA, Yu C (2005) Phys Chem Chem Phys

7:3035
59. Zhang W, Lan Z, Sun Z, Gaffney KJ (2012) J Phys Chem B 116:11527
60. Haidekker MA, Theodorakis EA (2010) J Biol Eng 4:11
61. Kuimova MK (2012) Phys Chem Chem Phys 14:12671
62. Kottas GS, Clarke LI, Horinek D, Michl J (2005) Chem Rev 105:1281

Molecular Design of Organometallic Materials … 157



63. Haidekker MA, Nipper ME, Mustafic A, Lichlyter D, Dakanali M, Theodorakis EA (2010)
Dyes with segmental mobility: molecular rotors. In: Advanced fluorescence reporters in
chemistry and biology, vol I8. Springer, Berlin, p 267

64. Kuimova MK, Botchway SW, Parker AW, Balaz M, Collins HA, Anderson HL, Suhling K,
Ogilby PR (2009) Nat Chem 1:69

65. Goh WL, Lee MY, Joseph TL, Quah ST, Brown CJ, Verma C, Brenner S, Ghadessy FJ,
Teo YN (2014) J Am Chem Soc 136:6159

66. Inoue Y, Yamada T, Champagne B, Nakano M (2013) Chem Phys Lett 570:75
67. Nakano M, Kishi R, Nitta T, Kubo T, Nakasuji K, Kamada K, Ohta K, Champagne B,

Botek E, Yamaguchi K (2005) J Phys Chem A 109:885

158 J. Romanova et al.



Electrodynamical and Quantum Chemical
Modelling of Electrochemical
and Catalytic Processes on Metals
and Semiconductors: A Review

A.V. Glushkov, A.A. Svinarenko, O.Yu. Khetselius,
Yu.V. Dubrovskaya, A.S. Kvasikova, A.A. Kuznetsova
and E.L. Ponomarenko

Abstract The advanced quantum-mechanical and electrodynamical approaches in
the electron theory of catalysis have been generalized to determine quantitatively
the catalytic activity for metals, binary metallic alloys and semiconductor materials.
The solutions of some model tasks associated with stabilization of ionic states of
atomic hydrogen and molecular oxygen in effective electron gas are given. Within
the approach the quantitative correlation between the electron structure parameters
of the materials and their catalytic activity is found on example of simple model
reactions.

Keywords Electron theory of catalysis ⋅ Quantum and electrodynamics
models ⋅ Metals and binary metallic alloys ⋅ Semiconductor materials

1 Introduction

At present time a great interest attracts studying an electrochemical and catalytic
activity properties of the different materials, including a development of advanced
chemical industry technologies, search and construction of the electrochemical
solid-state energy sources, etc. [1–13]. A great number of the attempts to develop a
quantitative theory of electron catalysis for the metal-like and semiconductor sys-
tems including the description of processes on electrodes’ surfaces of the electro-
chemical solid-state energy sources have been undertaken (see [1–8]). One could
mention quite good understanding of a mechanism of heterogeneous catalytic
process under obligatorily treating intermediate stages, namely, stages of adsorption
and desorption [1, 2]. Naturally, any heterogeneous reaction can be treated as the
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process based on a radical mechanism. The matter is in the fact that the radicals and
ion-radicals appear on the surface under chemosorption and provide the corre-
sponding mechanism of these reactions. It is important to note that the reaction path
through one-electron charged intermediates (ion-radicals) is not the main mecha-
nism in a heterogeneous catalysis. Nevertheless, it can be possible in some special
cases. The detailed review of different approaches to adsorption and catalysis,
including the key aspects of different conceptual models (such as the density
functional method, ab initio quantum chemistry methods) are presented in [9–26].
The cited methods allowed to get very useful information about the electrochemical
and catalytic activity properties of the different materials, nevertheless, different
fundamental physical and chemical aspects of the problem remain up to known
degree veiled [1–15]. In this chapter we present an advanced quantum-mechanical
and electrodynamical approach to description of the catalytic activity for metals,
binary metallic alloys and semiconductor materials. Within the approach the
quantitative correlation between the electron structure parameters of the materials
and their catalytic activity is found on example of simple model reactions.

2 Electrodynamical and Quantum-Mechanical Models
for Metals, Alloys and Semiconductors

It is well known that the catalytic properties of different metallic and semicon-
ductors materials are linked with the electronic processes inside and on the surface
of the materials. The Fermi level position determines the adsorption and catalytic
activity of the surface in relation to molecules of the given kind under other equal
conditions. The chemosorption ability of the surface, a degree of its charging, a
reactive ability of the chemisorbed particles etc. are dependent upon the Fermi level
position on the surface of crystal (speech is about distance between the Fermi level
and the conductivity band bottom: Es

F

�
. The position of the Fermi level inside the

crystal can be defined as Eν
F . The corresponding expression linking the values Es

F
and Eν

F is as follows:

σ +
Z∞

0

ρðxÞdx=0 ð1Þ

where ρ is a density of the volume charge in the plane, σ is a density of the surface
charge. The value of σ can be expressed as function of a pressure P, temperature T:
σ = σ P,T ,EFð Þ [2, 6, 7]. The second item in (1) is the function of Es

F and Eν
F :

Z∞

0

ρðxÞdx=R T;Es
F;E

v
F

� � ð2Þ
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The relationship between Es
F and Eν

F (defining the correlation between the
surface and bulky properties of the material) can be written as follows:

σ P, T;Es
F

� �
+R T;Es

F;E
v
F

� �
=0 ð3Þ

or

Es
F = f P; T;Ev

F

� � ð4Þ

Let us further to consider in details the electrodynamical approach to structure of
a metallic system. Within the simple approximation [9] with using a set of isotropic
s-d energy bands, one could write the next obvious formula for a static dielectric
permeability:

ε=1+ εss + εdd + εsd + εds, ð5Þ

In Eq. (5) ε (ij) means the contribution into ε due to the i-j transitions. If one
accept here the approximation of the free electrons, then it is easily to write the
expression for εss component:

εss =2πνs EFð Þk − 2 1 + 4 ksF
� �2 − k2

h i
ln 2ksF + k

� �
̸2ksF − k

��� �� 4̸ksFk
n o

. ð6Þ

νi EFð Þ=Ni EFð Þa2Be

Here the following notations are used: aB is the Bohr radius, k = q ⋅ aB, q is the

wave number, qF = 3π2zi Ω̸ð Þ1 3̸; zi is a number of electrons in “i” band; Ni(EF) is a
density of states on the Fermi surface in “i” band.

This corresponding εds contribution can be represented as follows:

εds = 2mskde2fc π̸π2k2
� �

1+ 4 kdð Þ2 − k2
h i

ln 2kd + kð Þ ̸2kd − kÞj j 4̸kdk
n o

. ð7Þ

where ms is the effective mass of electron in the conductivity band; kd, fc are the
numeral parameters [7, 8, 11]. At last, the corresponding formula for εdd looks as:

εdd =2πνd EFð Þk − 2 Mddj j2 1 + 4 kdF
� �2 − k2

h i
ln 2kdF + k

� �
̸2kdF − k

��� �� 4̸kdFk
n o

ð8Þ

where Mdd is the matrix element, determined by the superposition of the wave
functions for d electrons.

The next key step is in supposing that we can work using the spherical symmetry
and the crystal potential is fully screened by the conductivity electrons. Then one
could introduce an effective potential, which imitates an influence of the metallic
field on the hydrogen atom (for example, for process of the following type:
H = H++ e−). This effective potential can be determined in the following form:
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ΦðrÞ= −
2e2

πr

Z∞

0

sin kr
kεðkÞdk ð9Þ

or after substitution of (5) to (7) resulted in the expression:

Φ rð Þ= − e2a r̸
� �

exp½− αR�cos½αR� ð10Þ

where

α= π − 112 ksF
� �2h i− 1 4̸

νs EFð Þ+ kdF k̸sF
� �

νd EFð Þ+ fc kdF k̸sF
� �2

νs EFð Þ
n o1 4̸

R=2qsFr, ð11Þ

a= ksF
� �− 1

According to Ref. [8, 23] further key idea in the following. One could find the
numerical solution of the Schrödinger equation for the hydrogen atom in a field
Φ(r) and obtain a spectrum of states, which could be continual or discrete in
dependence upon the parameter ζ − 1 = α a̸ [8]. The spectrum is continual, if
ζ< ζ0 ðζ0 = 0, 362Þ and the corresponding material is a catalyst for the hydrogen
ionization reaction. If ζ> ζo, the spectrum is discrete (metal or alloy does not
demonstrate catalytic activity for cited reaction). In Refs. [8, 23–25] such an
approach was successfully applied to studying the metal catalytic properties in
relation to reaction of the H ionization and obtained excellent agreement with
experiment [2, 5–7]. In Ref. [8] there are listed the corresponding parameters α and
a for a number of metals.

The analogous consideration can be performed for the binary metallic alloy.
Obviously, one should take into account a dependence of the Fermi level position
EF as well as the state density ν(EF), accompanied with the structure parameters α
and a upon the change of the admixture concentration c [8, 9]. It is easily to
suppose that the admixture’s atoms volume has the spherical form and a radius Rc is
linked with the concentration as:

qRcð Þ− 3 = qrsð Þ− 3c, ð12Þ

where rs —the electron gas parameter.
Further one could write the standard Poisson equation [8] for the screened

potential V(r) near an admixture:

ΔVðrÞ= q2 VðrÞ−ΔEFf g ð13Þ
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which has the with the elementary solution of the following type:

V r,Rcð Þ−ΔEF = − Zve r̸½ � qRcch q Rc − rð Þ½ �+ sh q Rc − rð Þ½ �f g ̸ qRcch qRcð Þ+ sh qRcð Þ½ �
ð14Þ

Here Zν is a difference of the components valences. Finally, the value ν(EF) for
the binary metallic alloy can be expressed as follows [8]:

ν EFð Þ= ν EFð Þ+Δν EFð Þ. ð15Þ

The Fermi level position and respectively the metallic alloy catalytic activity is
quantitatively dependent upon the components concentration.

In Refs. [8, 25] there are presented the concrete examples of the modeling the
catalytic activity of metallic alloy in relation of the H ionization reaction for dif-
ferent metallic alloys. For example, the corresponding estimates show that the alloy
Ni-Cu with a small concentration of Cu (till 16%) is a good catalyst for the
hydrogen ionization reaction, however situation is changed in the opposite direction
with a growth of ζ. This is in good agreement with experiment [1, 6, 7].

The similar approach can be generalized to find a link between the alloy structure
parameters and their catalytic activity for oxygen electro-restoring reaction. One
should again to solve the Schrödinger equation for system “O2-electron” in the
potentialΦ (r). If the negative ion system has the bound state for given values of (6)–
(9), then the studied material is a good catalyst for the reaction. In order to solve the
Schrödinger equation in a case of diatomic molecule it is necessary to use the
two-centre approximation [27–32]. In the standard elliptic coordinates:μ = (ra + rb)/
Rab, η = (ra – rb)/Rab (Rab is a distance between nuclei) the variables’ in the corre-
sponding Schrödinger equation are separated if one use the formula: 1/2Rab(μ + η) ≈
1/2 Rabμ. Then the potential (10) in the molecular approximation can be written as
follows:

Φðμ, ηÞ= − 2μa exp − αqFRabμ½ �cos αqFRabμ½ � ̸ Rab μ2 − η2
� �� �

= gðμÞ ̸ μ2 − η
� �

.

ð16Þ

Further one can write the corresponding Schrödinger equation which is reduced
to the differential equations system [8, 28]:

d d̸μ μ2 − 1
� �

d d̸μ− λml +m2 ̸ μ2 − 1
� �

+ μ2c2 +RabgðμÞ ̸2
� �� �

Tnlm =0,

d d̸η − η2 + 1
� �

d d̸η+ λml + η2c2m2 1− η2
� �� �� �

Slm =0, ð17Þ

d2 d̸φ2 +m2� �
Σm =0.

where Ψ nlm =TnlmðμÞ SlmðηÞΣmðφÞ is a wave function; E= − 2c2 R̸2
ab is

one-electron energy, λml is a coupling constant. In order to fine the numerical
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solution of the Eqs. (17) one could use the standard approaches such as the
Numerov method or matrix technique of the Newton-Rafson etc. (see [27–32]).

In Refs. [8, 25] the authors has presented the results of application of the
described model to estimating the catalytic properties for the alloy Ni-Cu in relation
to the oxygen electro-restoring reaction. In a case of the small content of Cu
[c(Cu) = 20%; c(Ni) = 80%; E(1πg) = 1,3 eV] the compound Ni-Cu is an effective
catalyst. With changing c, the situation is changing into opposite side. Catalytic
activity of material decreases if c(Cu) = 50%, c(Ni) = 50% [E(1πg) = 1,1 eV].
These facts correlate well to experimental data [6, 7]. If c(Cu) = 90%, c(Ni) = 10%
[E(1πg) = 1,5 eV], the catalytic activity is quite high again.

In order to generalize the above presented approach on a case of description of
the catalytic processes on semiconductors and determine a link between their
electron structure parameters and the catalytic activity in the relation to model H
ionization reaction one could use the known Resta model in the Thomas-Fermi
theory [33, 34]. The master Poisson equation has the standard form:

VðrÞ= q VðrÞ−Af g, ð18Þ

where q = 4kF/πaB and A is a constant. Beyond the radius R the point charge Ze
potential is equal to:

VðRÞ= −Ze2 ̸ εð0Þr½ �, r>R, ð19Þ

where ε(0) is a static dielectric permeability. The general solution with taking into
account for the corresponding continuity and boundary conditions looks as:

VðrÞ= − Ze2 r̸
� �

sh q R− rð Þ½ � s̸h qR½ �−Ze ε̸ 0ð ÞR, r<Rf ð20Þ

The link between the screening parameter and ε(0) is determined by the rela-
tionship: ε(0) = sh[qR]/qR. Let us note that if ε(0) > 1, R is equal to finite value
comparable with distance to the nearest atoms (for example, for NiO, CuO, ZnO,
ZnS, ZnTe semiconductors this value is 4.8–6.1 Å) [7, 35]. The next step is the
numerical solution of the Schrödinger equation with the potential (20), which
allows to determine the corresponding energy spectrum in dependence upon ε(0),
kF (EF) and then to find a link between the semiconductors structure parameters and
their catalytic activity likely above described approach. In ref. [8, 24] there are
presented the concrete estimates of the catalytic activity for the CuO, ZnO semi-
conductors in the hydrogen ionization (oxidation) reaction. The general conclusion
is that the CuO and ZnO semiconductors are good catalysts for the hydrogen
ionization reaction. This fact is in a good agreement with the known experimental
data [6, 7].

In conclusion of this section we present a brief generalization of the model to the
case of the influence of an external electric field. To determine the corresponding
spectrum of the quasi-bound states one needs to carry out the diagonalization of the
energy matrice, calculated between states with the same main quantum number (e.g.
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[36–39]). Let us note that the corresponding Hamiltonian can be written in the
cylindrical coordinates (ρ, z), namely:

Hψðρ, zÞ=Eψðρ, zÞ ð21Þ

H = − 1 ̸2 ∂
2
∂̸ρ2 + 1 ρ̸∂ ∂̸ρ+ ∂

2
∂̸z2 − 1

�
̸ ðz+R ̸2Þ2 + ρ2
h i1 ̸2

− 1 ̸ ðz−R ̸2Þ2 + ρ2
h i1 ̸2

−Fz+Vðρ, zÞ

Here F denotes an electric field strength; V is an effective potential (of the type
(16), (20)). To solve the Eq. (21) one should use the finite differences method (look
[40]). The eigen-values of the Hamiltonian can be computed by means of the
inverse iterations method. The corresponding system of inhomogeneous equations
can be solved by the Thomas method. However, to date any of the similar theo-
retical model application are missing.

3 Conclusions

We have presented an advanced quantum-mechanical and electrodynamical
approaches in the electron theory of catalysis to determine quantitatively the cat-
alytic activity for metals, binary metallic alloys and semiconductor materials. The
solutions of some model tasks associated with stabilization of ionic states of atomic
hydrogen and molecular oxygen in effective electron gas are given. Within the
approach the quantitative correlation between the electron structure parameters of
the materials and their catalytic activity is found on example of simple model
reactions. Surely, the catalytic activity properties of different materials are directly
connected with the corresponding electronic processes inside and on the surface of
the materials. Naturally, to carry out more advanced approach one should take into
account a whole number of the additional important factors (for example the
electrolyte influence, surface effects, the electrodes potential, electron concentration
in the surface layer etc. [1–10]). A great interest attracts the establishment of
correlation between the presented approach and recent theories of the catalysis on
the metals and semiconductors. In conclusion let us underline that the presented
approach ideas can be quite easily generalized in order to take into consideration a
whole number of such additional physical and chemical factors such as a direct
electric, magnetic or laser field effect on the catalytic processes and governing by
these processes, search and approbation of new classes of nanocluster catalysts and
so on [38, 39, 41, 42].
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Non-Linear Chaotic Dynamics
of Quantum Systems: Molecules
in an Electromagnetic Field and Laser
Systems

A.V. Glushkov, V.V. Buyadzhi, A.S. Kvasikova, A.V. Ignatenko,
A.A. Kuznetsova, G.P. Prepelitsa and V.B. Ternovsky

Abstract We present a general, uniform chaos-geometric formalism to analysis,
modelling and forecasting a non-linear chaotic dynamics of quantum systems (such
as diatomic molecules in an electromagnetic infrared field, laser and quantum
generators system etc.). The approach is based on using quantum-mechanical and
kinetical models for quantum and laser systems combined with the advanced
techniques such as a multi-fractal method, mutual information approach, correlation
integral and false nearest neighbour algorithms, the Lyapunov exponent’s
(LE) analysis, and surrogate data method, prediction models etc. The results of the
numerical studying a chaotic dynamics of diatomic molecules (on example of the
GeO molecule in an infrared field) and some laser systems are listed. There are
presented data on the topological and dynamical invariants, in particular, the cor-
relation, embedding, Kaplan-Yorke dimensions, LE, Kolmogorov’s entropy etc.

Keywords Quantum and laser systems ⋅ Molecules in electromagnetic field ⋅
Non-linear analysis technique ⋅ Low- and high-dimensional chaos

1 Introduction

The past decade has witnessed a great number of studies employing the ideas
gained from the science of chaos to characterize, model, and forecast a dynamics of
various systems (see [1–36]). The outcomes of such studies are very perspective as
they not only revealed that the dynamics of the apparently irregular phenomena
could be understood from a chaotic deterministic viewpoint but also reported
physically reasonable predictions using such an approach for different systems.
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In a case of quantum systems, using of chaos constructions may seem
self-contradictory in many respects (see e.g. [27–35]). In any case quantum chaos
now mainly refers to the study of the consequences, for a quantum system, of the
more or less chaotic nature of the dynamics of its classical analogue. It has followed
two main avenues. The first one is based on semiclassical techniques - specifically
the use of semiclassical Green’s functions in the spirit of Gutzwiller’s trace for-
mulae, which provides a link between a quantum system and its h → 0 limit, the
second is associated with the Bohigas-Giannoni-Schmit conjecture or related
approaches [37], which states that the spectral fluctuations of classically chaotic
systems can be described using the proper ensembles of random matrices. Some of
the beauty of quantum chaos is that it has developed a set of tools which have found
applications in a large variety of different physical contexts, ranging from atomic,
molecular and nuclear physics, optical or microwave resonators and mesoscopic
physics and others (see [1–35]). It should be mentioned interpretation of the chaotic
phenomena in quantum systems through the mechanism of strong nonlinear inter-
action and overlapping of the resonances (overlapping and merging resonances,
“snapshots” of the gas of resonances, stochastization of vibrational motion in
molecules etc.). In this chapter we present an uniform chaos-geometric formalism to
analysis, modelling and forecasting the non-linear chaotic dynamics of quantum
systems (such as diatomic molecules in an electromagnetic infrared field, laser and
quantum generators systems). The formalism is based on using quantum-mechanical
models for molecular and laser systems combined with the advanced techniques
such as the wavelet and multi-fractal analysis, mutual information and correlation
integral, false nearest neighbour algorithms, the LE analysis, and surrogate data
method, prediction models etc.

2 Chaos–Geometric Approach to Modelling
and Prediction Dynamics of the Complex Systems:
General Formalism

The key topic of quantitative studying chaotic dynamics of the complex systems is
an numerical analysis of the characteristic time series. We formally consider scalar
measurements s(n) = s(t0 + nΔt) = s(n), where t0 is the start time, Δt is the time
step, and is n the number of the measurements. Since processes resulting in the
chaotic behaviour are fundamentally multivariate, it is necessary to reconstruct
phase space using as well as possible information contained in the s(n). Such a
reconstruction results in a certain set of d-dimensional vectors y(n) replacing the
scalar measurements. Packard et al. [16] proposed the method of using time-delay
coordinates to reconstruct the phase space of an real dynamical system. The direct
use of the lagged variables s(n + τ), where τ is some integer to be determined,
leads to a coordinate system in which the structure of orbits in phase space can be
captured. Using a collection of time lags to create a vector in d dimensions,
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y nð Þ= s nð Þ, sðn+ τÞ, s n+2τð Þ, . . . , s n+ ðd− 1Þτð Þ½ �, ð1Þ

the required coordinates can be provided. The dimension d is called the embedding
dimension, dE. One should note that the choice of proper time lag τ is very
important for the further subsequent reconstruction of phase space [12, 16, 17].
There are two widespread methods to compute it. First approach is based on
determination the linear autocorrelation function

CLðδÞ=
1
N ∑

N

m=1
sðm+ δÞ− s ̄½ � sðmÞ− s̄½ �

1
N ∑

N

m=1
sðmÞ− s ̄½ �2

, ð2Þ

s ̄=
1
N

∑
N

m=1
sðmÞ ð3Þ

and further to find that time lag where CL(δ) first passes through zero. Another
approach is based on the average mutual information [10]. If we consider two
systems, A and B, with measurements ai and bk, the amount one learns in bits about
a measurement of ai from a measurement of bk is given by the arguments of
information theory as

IAB ai, bkð Þ= log2
PAB ai, bkð Þ

PA aið ÞPB bkð Þ
� �

, ð4Þ

Here we introduce the probabilities of observing a out of the set of all A [PA(ai)],
and finding b in a measurement B [PB(bi)], and joint probability of the measurement
of a and b [PAB(ai, bk)]. Further let us suppose of the sets of measurements s(n) as
the A and of the measurements a time lag τ later, s(n + τ), as B set. Then the
average mutual information between observations at n and n + τ is as follows

IABðτÞ= ∑
ai, bk

PAB ai, bkð ÞIAB ai, bkð Þ ð5Þ

At last one should choose that τ where the first minimum of I(τ) occurs.
The further step is determine the embedding dimension and reconstruct an

Euclidean space Rd large enough so that the number of points dA can be unfolded
without ambiguity [4, 11]. There are a few methods to reconstruct the attractor
dimension (e.g., [11, 12]). One of the widespread methods to study the signatures of
chaos in a time series is given by a correlation integral approach. To calculate the
correlation integral, one can use the known algorithm by Grassberger and Procaccia
[20]. The correlation integral is as follows:
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CðrÞ= lim
N→∞

2
Nðn− 1Þ ∑

i, j
ð1≤ i< j≤NÞ

H r− yi − yj
�� ��� � ð6Þ

where H is the Heaviside step function with H(u) = 1 for u > 0 and H(u) = 0 for
u ≤ 0, r is the radius of sphere centered on yi or yj, and N is the number of data
measurements. If the time series is characterized by an attractor, then C(r) is
connected with a radius r as follows:

d= lim
r→ 0
N→∞

logCðrÞ
log r

, ð7Þ

where d is correlation exponent. To check the data obtained by the correlation
integral analysis, one should use another method which is known as a surrogate data
method [21, 22].

The next step of studying the nonlinear system is computing the LE, which are
the dynamical invariants [11–14, 22–25]. In a chaos theory, the LE spectrum is
treated as a measure of the effect of perturbing the initial conditions of a system.
Other important invariants are the Kolmogorov entropy K and attractor’s dimen-
sion. The value K measures an average rate at which information about the state is
lost with time and is the sum of the positive LE. The inverse of the Kolmogorov
entropy is equal to the average limit of predictability Prmax. The Kaplan and Yorke
dimension is:

dL = j+ ∑
j

α=1
λα ̸ λj+1

�� ��, ð8Þ

Table 1 A chaos-geometric approach to nonlinear analysis and prediction of chaotic dynamics of
the complex systems

I. Preliminary study and assessment of the presence of chaos:
1. Test by Hottvod-Melben: K → 1 – chaos;
2. Fourier decompositions, irregular nature of change – chaos;
3. Spectral analysis, Energy spectra statistics, the Wigner distribution, the spectrum of

power, “Spectral rigidity”;
II. The geometry of the phase space. Fractal Geometry:
4. Computing time delay τ using autocorrelation function or mutual information;
5. Determining embedding dimension dE by the method of correlation dimension or

algorithm of false nearest neighbouring points;
6. Computing multi-fractal spectra. Wavelet analysis;
III. Prediction:
7. Computing global Lyapynov dimensions LE: λα; Kaplan-Yorke dimension dL, KE,

average predictability measure Prmax;
8. Determining the number of nearest neighbour points NN for the best prediction results;

9. Methods of nonlinear prediction; neural network algorithm…;
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where j is such that ∑ j
α=1 λα >0 and ∑j+1

α=1 λα >0, and the LE λα are taken in
descending order. To compute the LE one can use the method with the linear fitted
map by Sano and Sawada or neural networks algorithm [11, 12, 24].

Table 1 reflects the main blocks of an universal approach to numerical studying
non-linear dynamics of complex systems [11, 12].

3 Non-Linear Dynamics of Molecular Systems
in an Electromagnetic Field and Laser Systems
with Elements of a Chaos

3.1 Molecular Systems in an Electromagnetic Field

Here we present the results of analysis of the chaotic dynamics for diatomic
molecules in an electromagnetic (infrared) field. The cited analysis is based on the
numerical solution of the time-dependent Schrödinger equation and realistic
Simons-Parr-Finlan model for the potential of diatomic molecule U(x) (the quantum
unit). Secondly, it is based on using an universal approach to analysis of nonlinear
chaotic dynamics (chaos-geometric unit). The Simons-Parr-Finlan formulae [31] is:

UðrÞ=B0 r− reð Þ r̸½ �2 1 + ∑
n
bn r− reð Þ r̸½ �n

� 	
ð9Þ

or introducing x = r − r0:

UðrÞ=B0 x ̸ x+ r0ð½ �2 1 + ∑
n
bn x ̸ x+ r0ð½ �n

� 	
ð10Þ

where the coefficients bi are linked with corresponding molecular constants.
The problem of dynamics of diatomic molecules in an infrared field is reduced to

solving the Schrödinger equation:

i∂Ψ ∂̸t= H0 +UðxÞ− dðxÞEMεðtÞ cos ωLtð Þ½ �Ψ, ð11Þ

where EM—the maximum field strength, ε(t) = E0cos(νt) corresponds the pulse
envelope (chosen equal to one at the maximum value of electric field). A molecule
in field gets an induced polarization and its high-frequency component is as

Px tð Þ= p xð Þ
c tð Þcosωt+ p xð Þ

s tð Þsinωt, ð12Þ

Py tð Þ= p yð Þ
c tð Þcosωt+ p yð Þ

s tð Þsinωt, ð13Þ
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pðx, yÞc ðtÞ= 1
T

� �
∮ ⟨ψðtÞ dx̂, y

�� ��ψðtÞ⟩cosωtdt, ð14Þ

where T—period of the external field, d—dipole moment. The power spectrum can
be further determined as usually S ωð Þ= F p tð Þ½ �j j2. To avoid the numerical noise
during the Fourier transformation, the attenuation technique used, i.e. at t > tp,
p (t) is replaced by

p tð Þcos2 π t− tp
� �

̸ 2 T − tp
� �
 �� 

, tp < t<T
� �

with T =1.6tp. ð15Þ

In the regular case of molecular dynamics, a spectrum will consist of small
number of the well resolved lines. In the case of chaotic dynamics situation changes
essentially. The corresponding energy of interaction with the field is much higher
than anharmonicity constant W > xhΩ. It is obvious that a spectrum in this case
become more complicated [28]. We have carried out the numerical computing
dynamics of the diatomic molecule GeO in the electromagnetic field (the molecule
and field parameters are as follows: ℏΩ = 985.8 cm−1, yℏΩ = 4.2 cm−1,
B = 0.48 cm−1, d0 = 3.28 D, M = 13.1 a.e.м.; the field intensity is 2.5–25
GW/cm2, respectively: W = 3.39–10.72 cm−1). The Chirikov parameter in this

case is as: δn=2ðEd B̸Þ12 ≫ 1. According to classical treating [28], these parameters
correspond to chaotic regime. The principle of quantum mechanics enter, of course,
into the mixed interpretation in terms of classical trajectories [29]. The final answers
are at least understandable intuitively, from other one they are result of numerical
analysis of complex molecular dynamics, which involve a superposition of
high-order energy transitions, intensive interaction of non-linear resonances and
chaotic motion of a molecule [28, 29]. In Fig. 1 we list the computed theoretical
time dependence of polarization for GeO molecule in a field in a chaotic regime.

The further step is an analysis of the corresponding time series (with the time
step Δt = 4 × 10−14 s). In Table 2 we list the computed values of the correlation
dimension d2, embedding dimension dN, which are computed on the basis of the of
false nearest neighbouring points algorithm with noting (%) of false points for
different values of the lag time τ. In Table 3 we list the computed values of the
Kaplan-Yorke attractor dimension (dL), LE (λi, i = 1–3) and the Kolmogorov
entropy (Kentr).

Fig. 1 The computed
characteristic time
dependence of polarization of
the GeO molecule in a field in
a chaotic regime (see
parameters in text)
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Analysis of the LE, correlation, Kaplan Yorke dimensions, Kolmogorov entropy
data shows that the dynamics of the GeO molecule in an electric field has the
elements of a deterministic chaos (low-D strange attractor) and this conclusion is
entirely agreed with the results of the classical-dynamical treating [28].

3.2 Non-Linear Analysis of Chaotic Oscillations in a Grid
of Quantum Generators

Here we present results of non-linear analysis of the chaotic oscillations in a grid o
two quantum generators. Dynamics of this systems has intensively studied from the
viewpoint of the corresponding differential equations solutions [3, 10]). In Refs. [8,
26, 27] the series for the characteristic vibration amplitude are presented in a case of
two lasers connected through general resonator. We have analysed the parameter
series in a chaotic regime (4096 imput points). In Fig. 2 we present the variations of
the autocorrelation coefficient.

Table 2 Correlation dimension d2, embedding dimension dN, computed on the basis of false
nearest neighbouring points algorithm with noting (%) of false points for different values of τ

τ d2 (dN)

42 3.04 5 (4.2)
4 2.73 3 (1.1)
6 2.73 3 (1.1)

Table 3 The Kaplan-Yorke attractor dimension (dL), LE (λi, i = 1−3) and the Kolmogorov
entropy (Kentr)

λ1 λ2 λ3 dL Kentr

0.146 0.0179 −0.321 2.51 0.16

Fig. 2 a Autocorrelation function and b average mutual information depending on time delay
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Figure 3 displays the percentage of false nearest neighbours that was computed
for the series, for phase-spaces reconstructed with embedding dimensions from 1 to
20. In Table 4 we list the computed values of the correlation dimension d2,
embedding dimension dN, which are computed on the basis of the false nearest
neighbouring points algorithm with noting (%) of false points for different values of
the lag time τ. Accordingly in Table 5 we list the computed values of the
Kaplan-York attractor dimension (dL), LE (λI, i = 1–3) and the Kolmogorov
entropy (Kentr).

3.3 A Chaos Generation Analysis in the Semiconductor
GaAs/GaAlAs Laser System with Retarded Feedback

Here we present the results the numerical studying the low- and high dimensional
dynamics of a chaos generation in the semiconductor GaAs/GaAlAs laser with the
retarded feedback. Fischer et al. [36] have carried out the experimental studying

Fig. 3 a Embedding dimension estimation by false nearest neighbour method for original t series
(line 1), mean values of surrogate data sets (2), one surrogate realization (3). Error bars show min
% of false nearest neighbour among all realizations of surrogate data; b Relationship between
significance values of correlation dimension and embedding dimension”

Table 4 The correlation dimension d2, embedding dimension dN, which are computed on the
basis of the false nearest neighbouring points algorithm with noting (%) of false points for different
values of the lag time τ

τ d2 (dN)

64 7.9 10 (12)
10 7.1 8 (1.2)
12 7.1 8 (1.2)
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dynamics of a chaos generation in the semiconductor GaAs/GaAlAs Hitachi
HLP1400 laser; an instability is generated by means of the retarded feedback during
changing the control parameter such as the feedback strength μ (or in fact an
injection current).

Of course, depending on the system μ there is appeared a multi-stability of
different states with the modulation period: Tn = 2τ/(2n + 1), n = 0, 1, 2, … The
state of n = 0 is called as a ground one. With respect to the frequency modulation,
other states are called as the third harmonic, fifth harmonic and so on. In the Fig. 4
we list the measured data on the time-dependent intensities for a semiconductor
laser device with feedback: (a) the time series, which illustrates a chaotic wandering
between the ground state and the state of the third harmonic; (b) the time series for a
system in a state of the global chaotic attractor. In the Table 6 we present our
original data on the correlation dimension d2, the embedding dimension, computed
on the basis of the false nearest neighboring points algorithm (dN) with percentage
of false neighbors (%) which are calculated for different lag times τ. The data are
presented for two regimes: I. chaos and II. hyperchaos.

Table 5 The Kaplan-Yorke attractor dimension (dL), LE (λI, i = 1–3) and the Kolmogorov
entropy (Kentr) for the system of two semiconductors lasers connected through general resonator

λ1 λ2 λ3 dL Kentr

0.515 0.198 −0.146 6.9 0.745

Fig. 4 The time series of
intensity in the GaAs/GaAlAs
Hitachi HLP1400 laser (the
measured data, from Ref.
[36])
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In Table 7 we present our original data on the LE, Kaplan-Yorke attractor
dimensions, the Kolmogorov entropy Kentr. One can see that there are the LE
positive and negative values. The resulting Kaplan-Yorke dimensions in both cases
are very similar to the correlation dimension, which is computed using the
Grassberger-Procaccia algorithm [20]. The Kaplan-Yorke dimension is less than the
embedding dimension that confirms the correct choice of the latter. A scenario of
chaos generation is in converting initially periodic states into individual chaotic
states with increasing the parameter μ through a sequence of the period doubling
bifurcations. Further there is appeared a global chaotic attractor after merging an
individual chaotic attractors according a few complicated scenario (see details in
Refs. [11, 12, 36]).

4 Conclusions

Here we presented a general chaos-geometric formalism to analysis, modelling and
prediction of the non-linear dynamics of complex systems and the results of
analysis of the chaotic dynamics for some quantum (diatomic molecule in a field)
and laser (grid of two semiconductor lasers) systems. One should note that the
mutual information approach provided a time lag which is needed to reconstruct
phase space. Such an approach allowed concluding the possible nonlinear nature of
process resulting in the amplitude level variations. The correlation dimension
method provided a low (or high-) fractal-dimensional attractor thus suggesting a
possibility of the existence of chaotic behaviour. It has been shown that the systems
(diatomic molecule in an field and laser systems) dynamics in chaotic regime
exhibit a nonlinear behaviour with elements of a low-and a high dimensional chaos.
The LE analysis does support this conclusion.

Table 6 The dimension d2, embedding dimension, computed by the false nearest neighboring
points algorithm (dN) with percentage of false neighbors (%), calculated for different lag times τ

Chaos regime (I) Hyperchaos regime (II)
τ d2 (dN) τ d2 (dN)

58 3.4 5 (8.1) 67 8.4 11 (15)
6 2.2 4 (1.05) 10 7.4 8 (3.4)
8 2.2 4 (1.05) 12 7.4 8 (3.4)

Table 7 The LE: λ1–λ3, the Kaplan-Yorke attractor dimension dL and the entropy Kentr

Regime λ1 λ2 λ3 dL Kentr

Chaos (I) 0.151 0.00001 −0.188 1.8 0.15
Hyperchaos (II) 0.517 0.192 −0.139 7.1 0.71
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Landau Quantisation of Electron Motion
in the Crust of Highly Magnetised Neutron
Stars

N. Chamel, Y.D. Mutafchieva, Zh.K. Stoyanov, L.M. Mihailov
and R.L. Pavlov

Abstract With observed surface magnetic fields up to ∼10
15

G, neutron stars—the

stellar remnants of gravitational core-collapse supernovae explosions—are unique

cosmic laboratories for probing the properties of matter under extreme conditions.

The outermost layer of a neutron star is thought to consist of a solid crust, whose

atoms are fully ionised by the huge pressure. Electrons are expected to be highly

degenerate and form an essentially ideal relativistic Fermi gas. With increasing

depth, nuclei become progressively more neutron rich by capturing electrons until

at some point, neutrons start to drip out of nuclei. At about half the density found in

heavy atomic nuclei, the crust dissolves into a neutron liquid with a small admixture

of protons and electrons. The composition and the equation of state of highly mag-

netised neutron-star crusts are shown to be significantly affected by Landau quanti-

sation of electron motion.

1 Introduction

Neutron stars are the remnants of massive stars (with a mass M > 8M
⊙

, M
⊙

being

the mass of the Sun) at the end point of their evolution (see, e.g., Ref. [1]). Neutron
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stars have a mass between one and two times that of the Sun, but packed into a space

only 20 km across (100,000 times smaller than the Sun’s diameter). The average

density of a neutron star can thus be higher than that found inside the heaviest atomic

nuclei. Neutron stars are not only the most compact observed stars in the Universe,

but they are also endowed with the strongest magnetic fields known. Neutron-star

observations thus offer the unique opportunity to explore the properties of matter

under extreme conditions, which cannot be reproduced in terrestrial laboratories.

Most neutron stars discovered so far have been detected as radio pulsating stars—

pulsars for short—with surface magnetic fields reaching 1013 − 1014 G [2] (as com-

pared to∼10
−1

G for the Earth’s magnetic field). A distinct class of neutron stars with

even higher magnetic fields was proposed by Duncan and Thomson in 1992 [3]. It

is nowadays widely accepted that soft-gamma ray repeaters (SGRs) and anomalous

x-ray pulsars (AXPs) represent different facets of these so called magnetars (see

e.g., Ref. [4] for a review). At the time of this writing, 11 SGRs and 12 AXPs have

been already identified [5]. The magnetic fields measured at the surface of these

stars attain about 1014 − 1015 G [5–7], and various observations indicate the pres-

ence of much higher fields in the stellar interiors [8–14]. According to numerical

simulations, neutron stars may potentially possess internal magnetic fields as high

as 1018 G (see, e.g., Refs. [15, 16] and references therein).

The interior of a neutron star is thought to be stratified into distinct layers, which

can be classified as follows with increasing depth (see, e.g., Ref. [1]). A very thin

atmosphere of light elements (mainly hydrogen and helium though heavier elements

like carbon may also be present [17]) possibly surrounds a Coulomb liquid of elec-

trons and ions. The matter beneath consists of a solid crust (see, e.g., Ref. [18] for

a review). The pressure is so high that atoms are ionised, and free electrons form a

highly degenerate quantum gas. With further compression, nuclei become progres-

sively more neutron rich by capturing electrons (see, e.g., Ref. [19]). Above some

threshold density ∼1011 g cm
−3

, neutrons start to drip out of nuclei thus delimiting

the outer and inner regions of the crust (see, e.g., Refs. [20, 21]). The crust extends

up to a density ∼1014 g cm
−3

, above which it dissolves into an homogeneous liquid

mixture of nucleons and electrons. The innermost part of the core may contain other

particles such as hyperons or even deconfined quarks.

The properties of the outermost regions of a neutron star can be drastically mod-

ified by a sufficiently high magnetic field [22–24]. In this paper, we study the com-

position and the equation of state of the outer crust of a highly magnetised neutron

star using the most recent experimental atomic mass measurements from the 2012

Atomic Mass Evaluation (AME) [25], complemented by the microscopic atomic

mass model HFB-24 [26]. After briefly reviewing Landau quantisation in Sect. 2,

our model of neutron-star crusts is described in Sect. 3. Our results are presented

and discussed in Sect. 4.
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2 Landau Quantisation of Electron Motion

The importance of the magnetic field for the structure of atoms in the neutron-star

atmosphere can be assessed by introducing the “atomic” magnetic field, defined by

Bat =
m2

ee
3c

ℏ3 ≃ 2.35 × 109 G , (1)

where me is the electron mass, e the elementary electric charge, c the speed of light

and ℏ the Planck-Dirac constant. This is the magnetic field strength B for which the

electron cyclotron energy ℏ𝜔c = eB∕(mec) is equal to the typical atomic Coulomb

energy e2∕a0, where a0 = ℏ
2∕(mee2) is the Bohr radius. Most neutron stars are

endowed with much higher magnetic fields B ≫ Bat . Therefore, the magnetic field is

expected to change significantly the properties of atoms in the atmosphere of a neu-

tron star. The electron motion perpendicular to the magnetic field lines is quantised

into Landau orbitals with a characteristic magnetic length scale (see, e.g., Ref. [1])

am = a0

√
Bat
B

. (2)

The atomic magnetic field Bat is such that am = a0. For B ≫ Bat , we thus have am ≪

a0. As a consequence, atoms are expected to adopt a very elongated shape along

the magnetic field lines and to form linear chains. The attractive interaction between

these chains could lead to a transition into a magnetically condensed phase.

In the region of the outer crust on which we focus, atoms are fully ionised, and

free electrons behave essentially as an ideal relativistic Fermi gas. The main cor-

rection arises from electrostatic interactions of point like ions in a uniform charge

compensating electron background (see, e.g., Ref. [27] for a discussion of higher-

order corrections). We assume that the temperature T is lower than the crystallization

temperature Tm and that ions are arranged in a regular crystal lattice. Considering

structures made of ions with proton number Z and mass number A, the crystallization

temperature is given by

Tm = e2
aekB𝛤m

Z5∕3 ≃ 1.36 × 106a0n1∕3e

( Z
40

)5∕3 175
𝛤m

K , (3)

where ae = (3∕(4𝜋ne))1∕3 is the electron-sphere radius, ne is the electron number

density, kB is Boltzmann’s constant, and 𝛤m is the Coulomb coupling parameter at

melting (see, e.g., Ref. [1]). Since Tm is typically much lower than the electron Fermi

temperature defined by

TFe =
𝜇e − mec2

kB
≃ 5.93 × 109

(
𝜇e

mec2
− 1

)
K , (4)
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where 𝜇e is the electron Fermi energy, electrons are highly degenerate except in the

outermost envelope of the star. With increasing magnetic field strength, the Landau

orbitals shrink. As the magnetic field strength reaches the value Brel given by

Brel =
(
mec2

𝛼𝜆3e

)1∕2

≃ 4.41 × 1013 G , (5)

where 𝛼 = e2∕(ℏc) is the fine structure constant, the characteristic magnetic length

scale am becomes comparable to the electron Compton wavelength 𝜆e = ℏ∕(mec) =
𝛼a0 (or equivalently the electron cyclotron energy becomes comparable to the elec-

tron rest-mass energy). As a consequence, the Landau quantisation of electron

motion is modified by relativistic effects. Surface magnetic fields B > Brel have been

inferred in SGRs, AXPs, as well as in a few radio pulsars.

The quantising effects of the magnetic field on the properties of the outer crust of

a neutron star are most important when only the first Landau level is occupied. The

magnetic field will be referred to as strongly quantising. This situation arises when

ne < neB and T < TB with (see, e.g., Ref. [1])

neB =
B3∕2
⋆√

2𝜋2𝜆3e

, (6)

TB =
mec2

kB
B
⋆
≃ 5.93 × 109 B

⋆
K , (7)

where B
⋆
≡ B∕Brel. Since matter is electrically charge neutral, the number density

nN of nuclei is simply given by nN = ne∕Z = n∕A, where n is the average nucleon

number density. To the electron density (6) thus corresponds the average nucleon

number density

nB = A
Z
neB ≃ 1.24 × 10−9 A

Z
B3∕2
⋆

fm−3
, (8)

and the mass density

𝜌B = A
Z
mneB ≃ 2.06 × 106 A

Z
B3∕2
⋆

g cm−3
, (9)

where m is the average mass per nucleon, approximated here by the unified atomic

mass unit. Conversely, for a given mass density 𝜌 the strongly quantising regime

corresponds to magnetic field strengths

B
⋆
>

(
𝜌Z𝜆3e

√
2𝜋2

Am

)2∕3

≈ 180
(2Z
A
𝜌10

)2∕3
, (10)

where 𝜌10 = 𝜌∕(1010 g cm
−3

).
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3 Microscopic Model of Highly Magnetised Neutron-Star
Crusts

Formed in the aftermath of gravitational core-collapse supernova explosions, neu-

tron stars are initially very hot (with a typical temperature T ∼ 1010 K) and fully

fluid. Newly born neutron stars cool rapidly by emitting neutrinos copiously pro-

duced in their interior and after a few months their outer layer solidifies. Following

Refs. [28, 29], it is assumed that all possible reaction rates remain sufficiently high

to keep matter close to the full thermodynamic equilibrium until the star eventually

becomes cold and fully “catalysed”. Accretion of matter from a companion star may

change substantially the internal constitution of the neutron-star crust. We shall not

consider this possibility here since observed magnetars are generally isolated.

In the magnetar theory, neutron stars are born with very high magnetic fields of

order B ∼ 1016 − 1017 G, which decay on a typical time scale of order 103 years [30].

The magnetic fields are therefore sustained for a very long time as compared to the

cooling time of the star, and can therefore alter the formation of neutron-star crusts.

For simplicity, we shall consider that the magnetic field is spatially uniform at the

microscopic scale of interest here.

As discussed in the appendix of Ref. [19], the equilibrium composition of each

layer of the outer crust at a given pressure P is found by minimizing the Gibbs free

energy per nucleon defined by

g = E + P
n

, (11)

where E is the average energy density of matter, given by the sum of the energy

density EN of nuclei, the energy density Ee of a relativistic electron Fermi gas, and

the electron-electron and electron-ion interaction energy density EL (usually referred

to as the lattice energy density). Ignoring the effects of the magnetic field on nuclei,

we have

EN = nNM′(A,Z)c2 , (12)

where nN = n∕A is the number density of nuclei, and M′(A,Z) their mass (includ-

ing the rest mass of Z protons, and A − Z neutrons). The nuclear mass M′(A,Z)
can be obtained from the atomic mass M(A,Z) after subtracting out the rest mass

energy and the binding energy of the atomic electrons (see Eq.(A4) of Ref. [31]).

In this paper, we made use of the most recent experimental atomic mass measure-

ments from the 2012 AME [25]. For the masses that have not yet been measured,

we employed the microscopic atomic mass model HFB-24 [26]. This model, based

on the self-consistent Hartree-Fock-Bogoliubov method using a generalized Skyrme

effective nucleon-nucleon interaction (see, e.g., Ref. [32] for a short review), fits the

2353 measured masses of nuclei with N and Z ≥ 8 appearing in the 2012 AME with

a root-mean square deviation of 549 keV. It is also compatible with various other

experimental and astrophysical constraints [33]. According to the Bohr-van Leeuwen

theorem [34], the lattice energy density is independent of the magnetic field and is
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given by (see, e.g., Ref. [1])

EL = C𝛼ℏcn4∕3e Z2∕3
, (13)

where C < 0 is the dimensionless crystal structure constant. In this expression, the

finite-size of the ions is neglected, as well as the small contribution due to quantum

zero-point motion of ions off their equilibrium position [35]. The lattice contribution

to the pressure can be readily obtained from Eq. (13) and is given by PL = EL∕3.

Expressions for the electron energy density Ee and pressure Pe can be found in Ref.

[1]. The total matter pressure is P = Pe + PL. Note that ions do not contribute to the

pressure apart from the lattice term. In the following, we shall consider that ions are

arranged on a body-centred cubic lattice. In this case, the crystal structure constant

is given by C = −1.44423 [36].

4 Equilibrium Composition and Equation of State

Assuming that the magnetic field is strongly quantising at the surface of the star, the

average nucleon density is approximately given by [22]

ns ≈
As

𝜆3e

[|C|𝛼B2
⋆

4𝜋4Zs

]3∕5
, (14)

with Zs and As the corresponding proton number and the mass number of the equilib-

rium nuclide. Considering that the surface of a neutron star is made of iron (Zs = 26
and As = 56) leads to

ns ≃ 2.50 × 10−10B6∕5
⋆

fm−3
, (15)

and for the mass density

𝜌s ≃ 3.87 × 108B6∕5
⋆

g cm−3
. (16)

It can be easily seen that ns < nB therefore our assumption of strongly quantising

magnetic field was justified. Equation (15) shows that the nucleon density (hence

also the mass density) does not vanish at the surface of a highly magnetised neutron

star, and the higher the magnetic field is, the higher is the surface density. It should

be stressed however that Eq. (15) provides only an approximate estimate of the sur-

face density because of our neglect of the nonuniformity of the electron gas [37].

Moreover, this expression is only valid for nonrelativistic electrons, or equivalently

B
⋆
≪

2𝜋2

Z2
s |C|3𝛼3 ≃ 2.5 × 104 . (17)
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In deeper regions of the outer crust, the density n in a layer at pressure P can be

approximately expressed as [23]

n ≈ ns

(
1 +

√
P
P0

)
, (18)

where

P0 = mec2
n2s𝜋

2
𝜆
3
e

B
⋆

(Z
A

)2
≃ 1.82 × 10−11B7∕5

⋆

(Z
A

)2
MeV fm−3

. (19)

At densities n ≫ nB, many Landau levels are populated so that the quantisation

effects disappear and the equation of state matches smoothly with that obtained in

the absence of magnetic fields [23].

The composition of the outer crust changes with density and with the magnetic

field strength (see Tables 1–4 in the Online Resource). For the “weak” magnetic

fields prevailing in most pulsarsB
⋆
< 1, the sequence of equilibrium nuclides in their

outer crust is the same as that obtained in the absence of magnetic fields. However

the highest density at which each nuclide can be found is increased, especially in

the shallow region of the crust where the effects of Landau quantisation are the most

important. For the high fields expected to exist in magnetarsB
⋆
≫ 1, the sequence of

equilibrium nuclides may change. Table 1 indicates the magnetic field strength above

which a nuclide appears or disappears. For sufficiently high magnetic fields, almost

the entire outer crust is made of only one element [24]. With our crust model, this

element is found to be
90

Zr. Transitions from one nuclear species to another occur

at some pressure P1→2 such that g(A1,Z1,P1→2) = g(A2,Z2,P1→2). These transitions

are accompanied by a discontinuous change 𝛿ne of the electron density given to first

order in 𝛼 by

Table 1 Magnetic field strength B
⋆
= B∕Brel for the appearance (+) or the disappearance (-) of a

nuclide in the outer crust of a cold nonaccreting neutron star. See text for details

Nuclide B
⋆

58
Fe(-) 9

66
Ni(-) 67

88
Sr(+) 859

126
Ru(+) 1031

80
Ni(-) 1075

128
Pd(+) 1445

78
Ni(-) 1610

79
Cu(-) 1617

64
Ni(-) 1668

130
Cd(+) 1697

132
Sn(+) 1989



188 N. Chamel et al.

𝛿ne =
[
PL(ne,Z1) − PL(ne,Z2)

](𝜕Pe

𝜕ne

)−1

. (20)

Expanding g(A2,Z2,P1→2) to first order in 𝛼, the threshold condition for the onset of

the transition 1 → 2 is approximately given by

𝜇e + C𝛼ℏcn1∕3e

(Z5∕3
2
A2

+ 1
3
Z2Z

2∕3
1

A2
− 4

3
Z5∕3
1
A1

)(
Z2
A2

−
Z1
A1

)−1

= 𝜇
1→2
e , (21)

where we have introduced the threshold electron Fermi energy

𝜇
1→2
e ≡

(
M′(A1,Z1)c2

A1
−

M′(A2,Z2)c2

A2

)(
Z2
A2

−
Z1
A1

)−1

+ mec2 . (22)

With increasing pressure, nuclei become progressively more neutron rich until g
equals mnc2 (mn being the neutron mass) for some pressure Pdrip. Ignoring neutron-

band structure effects [38, 39], further compression leads to the appearance of free

neutrons [21]. In this particular case, the threshold condition (21) must be replaced

by [21]

𝜇e +
4
3
Ce2n1∕3e Z2∕3

d = 𝜇
drip
e , (23)

where

𝜇
drip
e ≡

−M′(Ad,Zd)c2 + Admnc2

Zd
+ mec2 , (24)

Zd and Ad denoting the proton and mass numbers of the equilibrium nuclide at the

neutron-drip transition. In the strongly quantising regime assuming that electrons

are ultrarelativistic, the threshold density and pressure for the transition 1 → 2 are

approximately given to zeroth order in 𝛼 by

n1→2 ≈
A1
Z1

𝜇
1→2
e

mec2
B
⋆

2𝜋2𝜆3e
, (25)

P1→2 ≈
B
⋆
(𝜇1→2

e )2

4𝜋2𝜆3emec2
. (26)

The neutron-drip density and pressure can be calculated similarly by substituting

𝜇
1→2
e with 𝜇

drip
e . The density and the pressure at the interface between different lay-

ers are thus expected to increase almost linearly with the magnetic field strength.

Accounting for electron-ion and electron-electron interactions introduce small non-

linearities (see, e.g., Ref. [21]). These considerations are confirmed by the numerical

results shown in Fig. 1. Equations (25) and (26) are only valid if the magnetic field

strength exceeds some value, which we shall denote by B1→2
⋆

for transitions 1 → 2
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Fig. 1 Maximum average nucleon density at which a given nucleus (indicated on the right-hand
side) is present in the outer crust of a cold nonaccreting neutron star, as a function of the magnetic

field strength

and Bdrip
⋆

for the neutron-drip transition. Using Eq. (6), we find

B1→2
⋆

≈ 1
2

(
𝜇
1→2
e

mec2

)2

, Bdrip
⋆

≈ 1
2

(
𝜇
drip
e

mec2

)2

. (27)

Since the electron Fermi energy increases with density, B1→2
⋆

is the lowest for the

transition
56

Fe→62
Ni in the shallow region of the neutron-star crust (B56Fe→62Ni

⋆
≈

1.8), and the highest for the transition
122

Sr→124
Sr in the deepest region

(B122Sr→124Sr
⋆

≈ 1140). For the same reason, Bdrip
⋆

> B1→2
⋆

for any transition 1 → 2.

In the weakly quantising regime for which many Landau levels are populated, Eqs.

(21) and (23) must be solved numerically. As shown in Fig. 1, Landau quantisa-

tion of electron motion leads in this case to magnetic oscillations of the densities at

the interface between two different layers. Because the amplitude of these oscilla-

tions increases with B
⋆

(see Fig. 1), Landau quantisation effects on the structure of

neutron-star crusts are negligible if B
⋆
≪ B56Fe→62Ni

⋆
. Note that B56Fe→62Ni

⋆
is of the

same order as Brel. On the contrary, the magnetic field is strongly quantising in any

layer of the outer crust of a neutron star if B
⋆
> Bdrip

⋆
. Using Eqs. (24) and (27) for

124
Sr, we find Bdrip

⋆
≈ 1179. Including electron-electron and electron-ion interactions

increases Bdrip
⋆

by about 9% [21].

In order to assess the range of validity of our zero-temperature treatment, let us

estimate the values of the characteristic temperatures for strongly quantising mag-
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netic fields. At the surface of the neutron star (electrons are nonrelativistic), we find

TFe ≈ 5.2 × 107B2∕5
⋆

K , Tm ≈ 1.7 × 107B2∕5
⋆

K , (28)

where we have adopted the value 𝛤m ≈ 175 for an unmagnetised one-component

plasma [1]. At the neutron-drip transition, we obtain

TFe ≈ 2.8 × 1011 K , Tm ≈ 1.2 × 108B1∕3
⋆

K . (29)

The lowest temperature is thus found to be Tm. However, these values of Tm are

probably underestimated since highly-magnetised Coulomb crystals tend to melt at

a higher temperature [40].

5 Conclusion

We calculated the composition and the equation of state of the outer crust of

cold nonaccreting neutron stars endowed with very high magnetic fields B ≫ m2
ec

3∕
(eℏ) ≃ 4.4 × 1013 G, as measured in soft-gamma ray repeaters, anomalous x-ray pul-

sars and even in a few radio pulsars [2, 5]. For this purpose, we made use of the most

recent experimental atomic mass data [25] complemented with the Hartree-Fock-

Bogoliubov atomic mass model HFB-24 [26]. The Landau quantisation of electron

motion caused by the magnetic field changes the crustal composition and leads to

characteristic magnetic oscillations of the threshold density at the interface between

two different layers. Moreover, the equation of state is considerably stiffened at low

pressures due to magnetic condensation. If B > 5.7 × 1016 G, electrons are confined

to the lowest Landau level in any region of the outer crust for the model consid-

ered here. In this case, the threshold densities and pressures increase almost linearly

with B, and are approximately given by Eqs. (25) and (26). For sufficiently high

magnetic fields, the outer crust is predicted to be almost entirely composed of a pure

body-centred cubic crystal of
90

Zr, with much heavier elements in the deepest layers.

However, for such fields the crustal properties may be further modified by Landau

quantisation of nucleon motion [24], an effect not included in this work but which

warrants further studies.

By changing the crustal composition, the presence of a high magnetic field also

modifies crustal properties like elastic coefficients. The present results may thus have

implications for the interpretation of the quasiperiodic oscillations observed in soft

gamma-ray repeaters. Likewise, the change of thermal and electrical conductivities

may impact the thermal and magnetic field evolution of magnetars
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Part III
Atomic and Molecular Properties



Electronic and Nuclear Dynamics
for a Non-Equilibrium Electronic State:
The Ultrafast Pumping of N2
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Abstract Ultrashort laser pulses that span only a small number of optical cycles
have a broad energy spectrum. Interaction of such a broad energy ultraviolet pulse
with a molecule excites a coherent superposition of several electronic states that are
within the pulse energy window. Such a coherent electronic wavepacket necessarily
evolves on more than one Born-Oppenheimer potential energy curve at a time. We
study the short time electron nuclei dynamics induced by an ultrashort XUV pulse
in the three lowest Σ and three lowest Π excited states of the nitrogen molecule that
are accessible from the electronic ground state.
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1 Introduction

In traditional photochemistry it is assumed that a molecule in its ground state is
excited by a pulse of a well defined energy to a single particular excited electronic
state. On the new electronic state the nuclei become non-stationary as they suddenly
experience a different electronic force field. Consequently the nuclei start moving
on the excited potential energy surface. The time scale of the nonstationary vibronic
motion is typically tens of femtoseconds and such processes were subject of many
pump and probe experiments for the past 20 years [1, 2]. Recently ultrashort
sub-femtosecond pulses are becoming more widely available [3–10]. The essential
point is that an ultrafast pulse, where ultrafast means an energy span of the order of
the spacings of excited electronic states, can pump a coherent wavepacket of
electronic states [11]. Such a state can exhibit electronic dynamics not possible
when dealing with stationary electronic states. For a complete dynamical descrip-
tion one needs to include both the electronic degrees of freedom that are pumped
out of equilibrium and the responding nuclear motion. This is currently possible for
diatomic molecules [12–19]. For larger molecules one is nowadays typically con-
fined to a description for frozen nuclei [11, 20–26].

In this paper, for a model system of the nitrogen N2 molecule, we explain how
ultrashort pulses affect both the electronic and the nuclear motion. Specifically we
include the pump pulse as part of the Hamiltonian so that the creation of the excited
non equilibrium state is treated exactly. We use a grid method [27, 28] to describe the
nuclear dynamics. The paper is organized as follows: In Sect. 2 we introduce the
nonstationary electronic states and explain their consequence for the nuclear
dynamics. Section 3 describes the model system that we used—the nitrogen
molecule and the ultrashort pulse. Finally, the results of the simulations are discussed
in Sect. 4 by means of the motion of the nuclear density, population of states and the
dipole moment behavior. In future work we will discuss how to probe [9, 29, 30] the
nonequilibrium dipole moment of the homonuclear N2 molecule [31, 32].

2 Non-Stationary Electronic States and the Nuclear
Dynamics

If the pulse duration is short, the pulse energy spectrum will broaden from a sharper
value (for a long pulse duration) to a distribution. For femtosecond and
sub-femtosecond ultrashort ultraviolet pulses, the pulse energy width can encom-
pass several excited electronic states. When a molecular system interacts with such
an ultrashort pulse, the result is a coherent superposition of the several optically
active electronically excited states that lie within the pulse energy width
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Ψelðr;R, tÞ= ∑k ckΦ
el
k ðr;RÞ expð− ði ℏ̸ÞEkðRÞtÞ ð1Þ

where Φel
k ðr;RÞ are the stationary solutions of the time-independent Schroedinger

equation for the electronic Hamiltonian

H
êlðRÞΦel

k ðr;RÞ=EkðRÞΦel
k ðr;RÞ ð2Þ

where r denotes the electronic coordinates and R the nuclear coordinates that is a
parameter so that Φel

k ðr;RÞ are the Born-Oppenheimer electronic states. The
expð− i ℏ̸ÞEkðRÞtÞ is the phase factor that is required to make ΨelðtÞ a
(non-stationary) eigenfunction of the time dependent Schroedinger equation for the
electronic Hamiltonian

iℏ
∂

∂t
Ψelðr;R, tÞ=H

êlðRÞΨelðr;R, tÞ ð3Þ

A wavepacket that consists of at least two stationary states with different phases
Ek ℏ̸ is nonstationary as the expectation values of various operators are varying in
time with beating frequencies between the individual component phases

⟨Ψelðr;R, tÞ O ̂�� ��Ψelðr;R, tÞ⟩= ∑
k

ckj j2⟨Φel
k ðr;RÞ O ̂

�� ��Φel
k ðr;RÞ⟩

+ ∑
k ≠ l

c*kcl expð− ði ℏ̸ÞðElðRÞ−EkðRÞÞtÞ⟨Φel
k ðr;RÞ Ô

�� ��Φel
l ðr;RÞ⟩

ð4Þ

For such a wave packet physical observables like charge distribution or dipole
moment can be varying in time.

When the molecular electronic state is nonstationary as in Eq. (1), the nuclei see
the field of several electronic states and the nuclear part of the total wavefunction
thus evolves on more than one potential energy surface at a time. The involved
electronic states can also be coupled, either by non-adiabatic coupling in geometries
where the Born-Oppenheimer approximation fails, a coupling that is quite impor-
tant in N2 [33] or other coupling like spin-orbit interaction or when the pump or
probe laser fields are on. Below we use the diabatic electronic states that do not
diagonalize the electronic Hamiltonian. When the electronic states are adiabatically
or nonadiabatically coupled the dynamics of the molecular system becomes even
more interesting since not only is the electronic wave function that is pumped by
the pulse nonstationary and the nuclei move on several potential energy surfaces,
but also the population of the individual electronic components is varying in time.

The total wave function that includes both the electronic and the nuclear part can
be written in the following form

Ψðr,R, tÞ= ∑
j, k

CjkðtÞΦel
j ðr;RÞχjkðRÞ ð5Þ
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where r denotes the electronic and R the nuclear coordinates, the electronic state
index j spans the ground as well as the excited electronic states and Cjk(t) is the time
dependent expansion coefficient of the electronic and the nuclear basis functions.
Note that unlike the electronic wave function of Eq. (1) here the wave function
depends on both r and R as dynamical variables. Instead of using vibronic eigen-
functions of the electronic states as the basis for the nuclear motion, it is advan-
tageous here to expand the nuclear wavefunction component on the grid of the
nuclear coordinate Ri so that

χjkðRiÞ= δki ð6Þ

with the result that these basis states are orthogonal

⟨χjkðRÞ χlmðRÞj ⟩= δkm ð7Þ

A direct measure of a superposition of electronic states is an oscillating elec-
tronic dipole moment

μðtÞ= ⟨Ψðr,R; t) μ̂j jΨðr,R; tÞ⟩= ∑
jl
∑
km

C*
jkðtÞClmðtÞ⟨χjkðRÞ μjlðRÞ

�� ��χlmðRÞ⟩ ð8Þ

where μ ̂= − r ̂ is the electric dipole moment operator and μjl denotes the transition
electronic dipole moments connecting states j and l. For the nitrogen molecule,
which has the D∞h symmetry, and by using the grid expansion of the nuclear wave
function component [6], the formula simplifies to

μðtÞ= ∑
j
∑
m
C*
0mðtÞCjmðtÞμ0jðRmÞ+ c.c. ð9Þ

where 0 denotes the ground electronic state and the dipole can thus be decomposed
into the contributions of each electronically excited state j. Since the ground state
nuclear wave function is confined to a narrow Franck-Condon region, the transition
dipole elements contribute only when the excited state nuclear wavepacket is
nonzero in that region. Hence the dipole is spatially sensitive to the location of the
nuclear motion. Note also that the superposition of electronic states leads to an
oscillating dipole moment even if the molecule does not have a permanent dipole,
provided there is a nonzero transition dipole moment between the ground and
excited states.

3 The Model System

We study a neutral N2 molecule in the excitation energy range 12−15 eV. The ground
electronic state X1Σ+

g is described by a Morse potential [34]. The excited states used
are b’, c’ and e’ states of 1Σ+

u symmetry and b, c, and o states of 1Πu symmetry.
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We are using the quantum chemical results of Spelsberg and Meyer, Ref. [35], that
report the potential energy curves in a diabatic representation with fine adjustments
to match experimental spectroscopic data.

A direct output of quantum chemistry are potential energy curves in the adiabatic
representation with possible regions of avoided crossings between states, see
[35, 36]. In these regions, there can be non-negligible nonadiabatic couplings
between the mutually approaching states. These nonadiabatic couplings come from
the nuclear kinetic energy operator T ̂NðRÞ of the total Hamiltonian

H ̂ðRÞ= TN̂ðRÞ+H
êlðRÞ= −

ℏ2

2μ
∂
2

∂R2 +H ̂elðRÞ ð10Þ

acting on the electronic component of the wave function

TN̂ðRÞ Φel
j ðRÞχjkðRÞ

n o
= −

ℏ2

2μ
∂
2

∂R2 Φ
el
j ðRÞ+2

∂

∂R
Φel

j ðRÞ
∂

∂R
+Φel

j ðRÞ
∂
2

∂R2

� �
χjkðRÞ

ð11Þ

where µ denotes the reduced mass of the diatomic molecule. The first two terms of
Eq. (11) can couple different electronic states. Hence, the nuclear kinetic energy
term is not diagonal in the adiabatic representation. In the Born-Oppenheimer
approximation the two terms are neglected. To fully treat these couplings, which is
necessary for the nitrogen molecule [33], while avoiding the inconvenience of a
coupling by the nuclear momentum one can use the diabatic approach [27, 37–44].
This is an alternative representation, in which the nuclear kinetic energy operator
becomes diagonal and the nonadiabatic couplings transform into off-diagonal dia-
batic potential curves Vij(R) that couple electronic states i and j. Linear combina-
tions of different adiabatic states in the avoided crossing regions are formed so as to
result in smooth diagonal diabatic potentials which can cross each other. The
diabatic representation thus moves the coupling from the nuclear kinetic energy
term to electronic potential energy that is off diagonal.

For a short pulse with a 12–15 eV energy window, six low lying diabatic excited
states, namely b’, c’, e’ 1Σ+

u and b, c, o 1Πu are directly optically coupled to the
ground electronic state. Their potential energy curves are shown in Fig. 1. Due to
symmetry, the 1Σ+

u and 1Πu states do not interact either via nonadiabatic couplings
or through the transition dipole moment. The b’ and b states have valence character
with a broad potential well, while the remaining c’, e’, c and o states are Rydberg
excited with more tightly bound narrow potential wells. For convenience, the
ground state potential curve dressed by the mean pulse energy 13.61 eV is also
shown in Fig. 1.

Our intention is to simulate a system in which both the 1Σ+
u and 1Πu states are

optically pumped and the electronic Hamiltonian fully includes the significant
diabatic interaction between the valence and the Rydberg excited states in each of
the two symmetries. The mean pulse energy 13.61 eV has been chosen, which
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yielded more or less balanced 1Σ+
u and 1Πu excitation and led to relatively strong

diabatic interaction between the involved electronic states (see the Supporting
Information for details).

The laser pulse is described as an oscillating electric field confined to a Gaussian
envelope

EðtÞ=E0e expð− ðt− t0Þ2 2̸σ2Þ cosðω0t+ϕ0Þ ð12Þ

where E0 is the electric field intensity, e is a unit vector that defines the pulse
polarization, t0 is the center of the pulse, σ2 is the variance of the Gaussian
envelope, ω0 is the pulse carrier frequency and ϕ0 is the initial phase. In our
simulations we used the field intensity 1011 W cm−2, pulse centered at 12 fs,
FWHM of the Gaussian envelope 3 fs, the carrier frequency corresponding to
13.61 eV (0.5 a.u.) and the zero initial phase.

The Hamiltonian of the system contains the dipole interaction between the pulse
and the molecule

Ŵ = −EðtÞμ̂ ð13Þ

From the dipole selection rules the 1Σ+
u states are obtained if the laser pulse is

polarized in parallel with the molecular bond axis while the 1Πu states are excited
by a pulse of perpendicular polarization. For a randomly oriented molecule, how-
ever, both the 1Σ+

u and 1Πu states are excited.
The Hamiltonian matrix elements between the electronic states i and j thus read

HîjðR, tÞ= −ℏ2

2μ
∂
2

∂R2 +VijðRÞ−EðtÞμijðRÞ ð14Þ
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where μ is the reduced mass of the molecule, VijðRÞ are the diabatic potentials, EðtÞ
is the electric field intensity of the pulse and

μijðRÞ= ⟨Φel
i ðRÞ μ̂j jΦel

j ðRÞ⟩ ð15Þ

is the transition dipole moment which was also obtained from Ref. [35].
The nuclear coordinate was expanded on the grid with 1024 points between 1.5

and 8 a.u. and the time-dependent Schroedinger equation was integrated by the
Gear’s predictor-corrector algorithm with a short time step 0.05 a.u. so as to
accurately describe the response to the strong laser field.

4 Results and Discussion

In our simulations, the laser pulse acted on an initial wave function, which was the
zeroth vibronic level of the ground X1Σ+

g electronic state. During the pulse, all the
involved excited states became populated and for each such excited wavepacket
component the nuclear motion started to evolve on its own potential energy curve.

The evolution of each nuclear wavepacket component is shown in Fig. 2 by
heatmaps of the nuclear probability density as a function of the internuclear distance
and time. On Panels a and d we can see that on the valence b’ and b states the bond
is elongated until reaching the outer turning point on the potential well at about 3.5
−4.0 a.u. and then moving back to the Franck-Condon region with a period of about
50 fs. We can also observe secondary chunks that are delayed from the main
component and emerge as a result of the population flows from the Rydberg states
via the diabatic coupling as we explain below. The Rydberg wavepacket compo-
nents (Panels b, c, e, f), by contrast, oscillate in their tight potential wells. The e’
state is the least populated of all (as its energy is almost 1 eV above the mean pulse
energy) and since its potential closely resembles the ground state, its motion is
confined to the narrow range of the Franck-Condon region.

To better understand the nuclear motion in the Fig. 2 we can also plot Fig. 3,
which shows how the populations evolve as a result of the diabatic couplings. From
the calculations of [35] we know that the couplings are strongest for the internuclear
distance between 1.8 and 2.6 a.u., which is somewhat wider than the
Franck-Condon region and corresponds with the range of the Rydberg vibronic
motion. Therefore, we also plot the population of the valence b’ and b states only
within that region and denote them by bRy’ and bRy’ respectively.

Consider first the 1Σ+
u states. We notice that the b’ state is dominant, being about

twice as much populated as the sum of both the Rydberg states, and that the
population of the e’ state is almost negligible. When the pulse starts, the b’ and c’
states get immediately populated. The c’ state reaches its peak population and then
suddenly depopulates—obviously in favour of the b’ and also the e’ state. The e’
state is thus primarily populated via the diabatic coupling to the c’ state rather than
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directly by the pulse, because the pulse mean energy is too low and the transition
dipole moment of the e’ state is the weakest [35]. Nevertheless, the c’ state gets
populated again from the b’ and e’ states while the b’ state starts to move out of the
Franck-Condon region, which is observed as the rapid drop of the local bRy’
population (the dotted line).

Between 20 and 50 fs we can see several tiny peaks on the bRy’ curve with
corresponding fluctuations in the total b’ population. These suggest the secondary
chunks of the b’ wavepacket leaving the Franck-Condon region with a delay after
the main component as is observed in Fig. 2.
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Fig. 2 Nuclear motion of the excited N2 molecule as the evolution of the nuclear density
components in time. Panels a−c show the 1Σ+

u , panels d−f the 1Πu symmetry
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At 50 fs the main chunk of the b’ wavepacket arrives back to the Franck-Condon
region which increases the population of the c’ and e’ states. The sudden rise of the
e’ population from zero level before 75 fs is remarkable in the corresponding
heatmap in the Fig. 2. The Rydberg states are then again depopulated in favour of
the valence b’ state which is for the second time leaving the Franck-Condon region.
We can again notice two little double peaks on the dotted bRy’ curve at 75 and 90 fs
with corresponding shapes on the b’ curve and also counter peaks on the c’ curve,
which suggests a population exchange between the b’ and c’ states.

After 100 and 150 fs we still can observe a clear rise of bRy’ population as the b’
state approaches the Franck-Condon region, however, the b’ population in that
region then becomes permanent which leads to nonzero e’ population as observed
in Fig. 2.
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Fig. 3 Populations of the excited wavepacket components as functions of time for 1Σ+
u (Panel a)

and 1Πu states (Panel b). The dotted lines show the valence state populations in the region
occupied by the Rydberg states, which has strong diabatic couplings. This region spans the
internuclear distance between 1.8 and 2.6 a.u.
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We can do an analogous analysis for the 1Πu states. The populations are,
however, more equal, though the valence b state is still dominant. Because both the
Rydberg states are similarly populated, the population flows are more complicated
than in the 1Σ+

u states. Nevertheless, we still can observe some clear patterns.
After all the states are populated by the pulse, the valence b state leaves the

Franck-Condon region. At 25 fs the c state rapidly depopulates in favour of the b
state in the Franck-Condon area, which again leaves the region as can be seen in the
Fig. 3. The b state is further populated by the decrease of o state until the b state
returns back and feeds both the c and o states at about 60 fs. At about 100 fs, when
the b state returns back for the second time, it first populates the c state, then the c
population steeply decreases in favour of both the b and o states. Between 130 and
140 fs the c population increases again, borrowing from the o and b states.

One can also notice in the Fig. 2 two sudden rises of intensity in c state after 100
and before 150 fs as well as a big peak in the o state at 125 fs. We can even
recognize some counter peaks between a pair of states, but the population flows in
the 1Πu symmetry mostly involve all three excited states, one feeding the other two
for a while and then quickly changing their roles. The population transfers are thus
complex and their interpretation not straightforward.

In Fig. 4, we show separately the time evolution of the dipole for the 1Σ+
u and

the 1Πu states. We plot the absolute value of the total dipole which shows fast
oscillations modulated by envelope peaks (Panels a and d). The fast oscillations are
present for the entire time scale (≈200 fs) investigated. They correspond to the
beating frequencies (≈1 fs) between the GS and the excited states and reflect the
electronic coherences. The nuclear motion on the different potentials and the dia-
batic couplings between them are responsible for the modulation of the fast
oscillations. To distinguish between the individual components we plot the
envelopes of the dipole signal corresponding to each excited state contribution
(Panels b and e). For easier assignment of the peaks, the dipole components for a
system in which the diabatic couplings are set to zero and no population flow
between the diabatic states is allowed are plotted in panels c and f.

In the uncoupled 1Σ+
u system (Panel c) we can notice how the b’ wavepacket

reaches the Franck-Condon region while oscillating in its broad potential energy
well with the period of about 50 fs. The c’ Rydberg state potential is close to the
Franck-Condon area and we clearly see the effect of the wavepacket oscillations in
the narrow space having a permanent population in the Franck-Condon region. The
potential of the e’ Rydberg state is closely matching with the shape of the ground
state potential curve so there are no oscillations of the dipole signal. Due to the very
low population, the uncoupled e’ dipole signal is however negligible.

By comparing to the diabatically coupled system (Panel b), we can see b’ peaks
emerging at 25 and before 50 fs. These correspond to the population transfer in the
Franck-Condon region due to the diabatic coupling as we described in Fig. 3 and
leads to secondary oscillations of the envelope of the dipole moment. Similarly for
the signal at 75 fs and before 100 fs. The coupled c’ dipole is mostly resembling the
uncoupled system with irregularities like the one at 65 fs which arise from the

204 J. Šmydke et al.



 0

 0.02

 0.04

 25  50  75  100  125

(a)

  (fs)

 0

 0.02

 0.04

 0.06

 25  50  75  100  125

(b)

b’ c’ e’

 0

 0.02

 0.04

 0.06

 25  50  75  100  125

(c)

b’ c’ e’

 0

 0.01

 0.02

 25  50  75  100  125

(d)

 0

 0.01

 25  50  75  100  125

(e) b c o

 0

 0.01

 25  50  75  100  125

(f)

t

b c o

Fig. 4 1Σ+
u (Panels a−c) and 1Πu (Panels d−f) dipole moment evolution of the excited N2

wavepacket. Panels a and d show the absolute value of the total dipole for the given symmetry.
Panels b and e show envelopes of the dipole component signals. Panels c and f show envelopes of
the dipole components for a model system, in which all the diabatic couplings have been set to
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interaction with the b’ wavepacket coming back to the Franck-Condon area. We can
also notice a remarkable peak for c’ state at 65 fs as an evidence of the steep
population rise shown in Figs. 2 and 4.

The shape of the total 1Πu dipole signal (Panel d) is noticeably simpler than for
the 1Σ+

u states. The uncoupled 1Πu system resembles the 1Σ+
u in b (b’) and c (c’)

states. The o state is, however, more populated than the e’ state and the two states
also quite differ in their potentials. The o state is deeper and broader, which is why
we can see a strong regular signal of the uncoupled o state matching with the
wavepacket moving in and out of the Franck-Condon area.

The coupled 1Πu dipole also shows the presence of the secondary valence b
wavepacket population transfer in the Franck-Condon region at 25 and before 50 fs
as is observed in Figs. 2 and 3. Similarly the b peaks at 75 and before 100 fs seem
to correspond to the periodic motion of those secondary population (cmp. Fig. 2).
In the Panel e of the Fig. 2 we see that the c wavepacket does not move very
regularly after 50 fs and the same is observed in the dipole behavior. The o dipole
component more or less keeps the pattern of the uncoupled system with tiny
irregularities coming from the population flows like the one at 25 fs.

5 Conclusion

On the model system of the nitrogen molecule N2 we have seen that an ultrashort
laser pulse is capable of exciting a molecular system into a coherent superposition
of several electronic states. Such an excited state drives the nuclear motion
simultaneously on more than a single potential energy curve. Due to the coupling of
the diabatic states the nuclear dynamics is not a simple superposition of indepen-
dent wavepacket evolutions on different potentials, but is strongly influenced by
population exchanges between the diabatic states. These population flows are
specific to certain regions in space given by the couplings. An electric dipole
moment of the molecule induced by the ultrafast pulse excitation is highly space
sensitive to the nuclear wavepacket motion. A direct correlation between the dipole
behaviour and the nuclear dynamics can be observed. Lastly, despite the complex
nuclear motion the electronic coherence persists throughout the time scale of our
computation which covers several periods of vibration.
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On the Inter-Ring Torsion Potential
of 2,2′-Bithiophene: A Review of Open
Problems and Current Proposals

Olga A. Guskova

Abstract In this review, we describe the results of the most important theoretical
studies of rotation around the bond connecting two thiophene rings in 2,2ʹ-bithio-
phene. The review first summarizes the earlier studies (since late 1960s), in which
the most energetically favourable conformations of the molecule have been char-
acterized for the first time. It then examines the one-dimensional potentials of
internal rotation calculated using semiempirical, Hartree-Fock (HF), post-Hartree-
Fock methods, and Kohn-Sham density functional theory (throughout the 1990s to
the present), as well the torsion potential functions V(θ). Three directions in recent
studies are highlighted: (i) the development and testing of force fields supplemented
with new parameters of torsion interactions in thiophene-containing materials,
(ii) the application of new hybrid, exchange-correlation and long-range corrected
functionals for describing the inter-ring rotation and through-space (non-valent)
intramolecular interactions which stabilize either cis (syn)- or trans (anti)-rotamer,
and (iii) the torsion-dependent properties of bithiophene-containing systems.
A concluding part gives a brief outlook on further studies in the field and offers a
road map for novel research directions that are required to realize new breakthroughs
in thiophene-based device performance in the future.
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1 Introduction

The planarity of 2D aromatic structures is the most important feature of
π-conjugated low-molecular substances. This property relies upon maximal overlap
of p-atomic orbitals. For polymers consisting of such structural units, i.e. macro-
molecules with extended π-delocalization along the backbone, there is one specific
characteristic, so called effective conjugation length ℓc, which characterizes a
number of coplanar rings in the polymer chain (Fig. 1). The rotation of the rings,
twisting or bending of the chain reduces the effective conjugation length, changing
the electrical and optical materials properties, for instance, it increases the optical
gap and decreases the polymer hole mobility.

The deviation from coplanarity can be treated as structural defect, since the
conformational disorder leads to the localization/trapping of the charge carriers,
which diminishes both their non-linear optical response and charge carrier mobility.
Such defects can be permanent, resulting from crosslinking or mislinkages during
synthesis [1] or temporary, which are induced by changes in external conditions
(temperature, pressure, confinement, etc.). The packing of the chains in a crystalline
solid-state, i.e. the presence of ordered adjacent molecules held together via
intermolecular interactions, e.g. π-π stacking, generates more coplanar structures
and enlarges the ℓc value. However, the conformations of the chain in solution or in
amorphous phase are defined by increased entropy, which disorders the chains and
leads to moderate conjugation as compared to the fully extended chains in crys-
talline phases.

The question about conformational properties of the thiophene-based polymers
and copolymers is of particular current interest because these materials are being
basic elements of organic electronic devices. These polymers have even been called

Fig. 1 Effective conjugation length ℓc of a conjugated polymer and the aromaticity of 2,2ʹ-
bithiophene (BT). Each sulphur atom has two lone electron pairs, but only one pair on
unhybridized p-orbital overlaps with dumbbell-shaped pz-orbitals of carbon atoms in the
five-membered ring. The resulting π-bond is shown as ellipsoid above/below the rings. The torsion
angle θ is the angle of the internal rotation. Star codes the conjugation break. All orbitals are
shown as 2D-objects for simplicity
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“the workhorse of plastic electronics” [2]. Experiments have found, that the con-
jugation length ℓc of thiophene derivatives varies from several [3] up to 96 [4]
sequentially connected monomeric units (the simplified scheme of Fig. 1 shows
only four monomeric units in conjugation). This range of values may be associated
with regioregularity of the polymer chain, properties of the substituents in thio-
phene rings, their sterics, packing, etc. [5, 6].

In order to define the impact of all aforementioned factors on the conformational
behaviour of thiophene-based chains, it is necessary to understand properties of the
simplest reference system of 2,2ʹ-bithiophene (2,2ʹ-bithienyl), which comprises
only two unsubstituted fife-membered rings (Fig. 1). The torsion angle θ here is a
key variable of the internal rotation potential V(θ) for this “model system”.

Figure 2 schematically depicts a modern representation of the torsion potential
curve for 2,2ʹ-bithiophene and provides the nomenclature, which will be used
throughout the paper. There are five specific points on the energy profile. If the
torsional angle θ = 0°, which means that both sulphur atoms are on the same side
from the bond connecting two rings, it is cisoid (cis–) conformation; in some papers
a term “synperiplanar” (syn–) conformation has been used. The local minimum
corresponds to syn–gauche conformation. A maximum on the potential energy
curve at θ = 90° coincides with gauche–gauche– conformation, sometimes called a
propeller-like state [7]. The global minimum belongs to anti–gauche– conforma-
tion, and finally, if θ = 180° the conformation is transoid (trans–) or “antiperi-
planar” (anti–) one.

Fig. 2 Conformers of 2,2ʹ-bithiophene following the Klyne-Prelog terminology: 1—cis (syn or
synperiplanar), 2—synclinal, gauche or skew, 3—gauche-gauche, 4—anticlinal, gauche or skew,
5—trans (anti, or antiperiplanar), and their location on the potential energy surface; the energies
ΔE1–ΔE5 are the barriers of transitions for different conformational states
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Various aspects of the problem of internal rotation in 2,2ʹ-bithiophene have been
discussed in experimental studies (Table 1, see Supplementary Information for
more details) [8–22]: the population of cis- and trans- conformers in gas phase or
the appearance of coplanar conformations in the solid state, the energy required for
the trans-cis-interconversion, etc. For instance, it has been known since 1958 that
bithiophene molecule in the gas phase has nonplanar geometry with twisting angle
146° [8]. In the solid state however both rings of the molecule appear to be
anti-coplanar due to intermolecular forces [9, 10]. The conformations of partially
oriented 2,2ʹ-bithiophenes have been studied in NMR experiments [13, 14, 16, 18,
22]. The experiments suggested that molecule exists as a mixture of two con-
formers, which differ in energy [17] and that the interring rotation is sterically
hindered [16–21].

Despite important achievements, it is still challenging to obtain the complete
potential of internal rotation from purely experimental data: on the one side, only
the most stable conformers can be experimentally detected, on the other side
experiments bring additional variables—temperature, solvent, packing or confine-
ment. Their influence on the conformational equilibrium can be significant, if not
decisive. There are two major advantages to performing computer calculations of

Table 1 Experimental studies of conformational properties of 2,2ʹ-bithiophene

The torsion angle θ for trans- or
anti-gauche conformer

The torsion angle θ for cis-
or syn-gauche conformer

Experimental method

Molecule is nonplanar, the rotational angle θ is 146° Gas electron diffraction [8]
180°
Molecule is planar, trans-
conformer predominates

– X-ray crystallography
[9, 10]

148(3)°, 56(4)%
The energy difference between two
stable conformers is 0.2 kcal/mol

36(5)°, 44(4)% Gas electron diffraction
[11]

159°
The torsional barrier at anti-planar
conformer is 0.072 kcal/mol

21° Fluorescence spectroscopy
[12]

146°, 35–80% 34° PMR, nematic solvent [13]
180°, 61 ± 3% 24 ± 4° PMR, nematic solvent [14]
157 ± 10° – Electric birefringence

(molecular Kerr constants)
[15]

64% 36% NMR, nematic solvent [16]
The barrier to the internal rotation is 5.1 ± 2 kcal/mol
The energy difference of two stable conformers is
1.16 ± 0.13 kcal/mol

Fluorescence spectroscopy
[17]

156.3–158.4° 22.6–29.5° NMR, nematic solvent [18]
54% 46% Terahertz spectroscopy

[19]
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the interring rotation in bithiophene. First of all, the analysis of the full potential
energy surface including energetically unfavourable conformations and intercon-
version barriers can be performed (Fig. 2). Additionally, the factors influencing the
stabilization of particular conformational state can be treated separately. Secondly,
the impact of environment can be excluded or taken into account depending on the
research question.

Knowledge of torsion potential is very important for different kinds of purposes,
first of all for estimating the intrinsic properties of the system, because the structure
of a molecule often has a great effect on its reactivity. This structural information is
needed for the calculation of spectra, excited states, and the corresponding transi-
tion energies [23–28]. Additionally, such “model” molecules as 2,2ʹ-bithiophene
are regarded as a reference system for the description of more complex objects, e.g.
homologues or substituted derivatives. On the other side, the study of “model
systems” is an intermediate step toward atomistic molecular dynamics (MD) sim-
ulation of conjugated polymers and copolymers, because bithiophene fragment is a
principal building block to extend the conjugated framework of different functional
units. Classical microscopic modelling in turn provides an opportunity to investi-
gate the samples on different time and length scales ranging from isolated molecules
in vacuum to molecular ensembles. Accordingly, force field (FF) parameters for this
simulation technique should be improved and adjusted to the appropriate condensed
phase properties. For thiophene-containing chains this parameter set includes the
equilibrium values of bonds (bond-stretching term) and angles (angle-bending term)
and the force constants of respective potentials, the force constants for the potential
of internal rotation V(θ), partial charges, parameters for improper dihedrals and
out-of-plane motion of atoms, etc.

Nowadays, the parameters for these terms are obtained either from ab initio
studies of small “model” compounds or from geometry characteristics calculated
from the vibrational spectra of these “model” compounds in the gas phase (FTIR
and Raman spectroscopy), complemented if necessary with ab initio quantum
calculations (QM). The force-field based MD improved by additional parameters is
extensively used for the prediction of persistence and conjugation length of poly-
thiophenes, the conformation of the chains in solution, at the surfaces [29] or
interfaces [30], for characterization of the self-assembly or crystallization [31]
processes in thiophene-containing materials for plastic electronics.

2 Methods for the Calculation of Torsion Potential

For BT single rotors composed of two aromatic moieties linked by a single bond,
two approximations to the rotation can be applied: rigid frame model and relaxed
rotor. The first approach assumes that at each specified torsion angle θ (SCCS,
Fig. 1), the geometry of the molecule is held constant without the freedom to vary
any internal coordinate and each state, i.e. each point on the potential energy curve
(Fig. 2) is computed as a single-point energy. In contrast, one-dimensional potential
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energy curve is obtained in relaxed rotor approximation by computing partially
optimized energies at each constrained value of the central torsional angle θ, i.e. in
this model all internal degrees of freedom are allowed to adjust during rotation
except four atoms defining the torsional angle θ which remain fixed. Differences
between two model potentials and their predicted torsional frequencies are sought
to quantify the relaxation effects. The values of θ are varied usually from 0° to 180°
or 360° by a 5°–30° step, i.e. by scaling the torsional angle along the potential
energy surface.

The torsion potential in modern consistent force fields developed for organic
molecules [32] is represented by a Fourier cosine series. One functional form is:

Eθ = ∑n Vn 1+ cosðnθ+ δÞ½ �, ð1Þ

where Eθ is the energy term from the deformation of the dihedral angle θ, Vn gives a
qualitative information of the relative barrier to rotation, n is multiplicity associated
with the torsional angle θ, δ—the phase factor; nθ shows the changes in rotational
angle. The number of terms needed in the Fourier series depends on the complexity
of the torsional potential and the desired accuracy. For modelling organic com-
pounds three terms n are generally used in the series:

Eθ =V1ð1− cos θÞ+V2ð1− cos 2θÞ+V3ð1− cos 3θÞ. ð2Þ

The V1 term is attributed to residual dipole-dipole interactions, van der Waals
interactions, or any other direct interactions between atoms not otherwise accounted
for. The V2 term is attributed to conjugation or hyperconjugation, which is geo-
metrically related to p orbitals. The V3 term is attributed to steric or bonding/
antibonding interactions.

The coefficients Vn mentioned above are fitted to calculated points of a potential
function (Fig. 2). The Fourier expansion can include up to six terms, which cor-
responds to six Vn coefficients. If Vn does not exceed 0.1 kJ/mol (0.024 kcal/mol),
the corresponding term of the expansion can be neglected [33]. The obtained
coefficients for the torsion quartets are included into the force fields, and finally, the
refined FFs are validated using a set of experimental data [34, 35].

Next chapters highlight the theoretical efforts aimed at understanding the internal
rotation of bithiophene. To the best of our knowledge, the first publications have
been published in late 1960s [36, 37], and today modern scientists report their
results on conformations of 2,2ʹ-bithiophene in high-impact scientific journals
(Fig. 3). Thus, this paper describes a 50-year history of ideas and suggestions that
have been put forward over the years. In these publications one can trace the
development and evolution of electronic structure calculation methods of quantum
chemistry as well.
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3 A Review of Early Publications

A theoretical characterization of the bicyclic substances was initially motivated by
the fact, that these molecules enter the group of important naturally-occurring
compounds [36]. On the other hand, experimental structural investigations (electron
diffraction, X-ray analysis and electric dipole measurements) [8, 9, 13, 15, 16]
reported significant information, providing a reference point in order to test the
existing methods of computational chemistry and to compare the experimental and
calculated structural properties. Additionally, the relationship of stereochemistry of
BTs and their electronic properties has aroused a great theoretical interest.

The computational elucidation of bithiophene conformers began in 1964 by
Wachters and Davies [36]. Using the method of self-consistent molecular orbitals
(SCMO), the authors have calculated the UV spectra of isomeric BTs assuming
their planar structure. The angle of twist for 2,2ʹ-bithiophene obtained from the
analysis of charge distribution, dipole moment and oscillator strengths is found
from 79° to 97°. The electronic spectra of isomeric biheterocycles, including 2,2ʹ-
bithiophene in synperiplanar, antiperiplanar conformations have been predicted by
Trinajstić et al. [37, 38] applying the same semiempirical SCMO (Pariser-Parr
approximation) method. The authors concluded that the spectral data are not suf-
ficient enough to predict the most preferred conformation of the molecules.

The barrier to internal rotation of 2,2ʹ-bithiophene was, so far as we aware, first
demonstrated by Skancke in self-consistent theory (SCF) study [39]. Three con-
tributions to the total energy of the molecule have been taken into account: the
π-electron energy, the core energy and the van der Waals interactions for the series
of angles from 0° to 180° with 15° step. From these calculations, the molecule is
characterized as having nearly free rotation around the central bond, and the both
planar forms are predicted as being less favourable as compared to twisted one. The
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minimal energy corresponds to θ = 60° with the energy barrier of 1 kcal/mol.
Analysing the theoretical issues, the author emphasized that this result does not
correspond to the experimental picture [8].

In attempt to rationalise the relative importance of two opposing factors
influencing the conformational preferences, namely π-electron conjugation and
nonbonded repulsions from both H ⋅ ⋅ ⋅H short contacts and lone pair on sulphur
atoms, Galasso and Trinajstić applied the Extended-Hückel MO approach to iso-
meric bithiophenes [40]. In this paper, the dependence of extended Hückel energy
versus angle of twist θ reveals the barrier height between anti-gauche and syn-
gauche forms of 3.3 kcal/mol. The stabilisation energy of anti- over synclinal
conformer of ca. 0.3 kcal/mol indicates that the anticlinal conformer is more
favourable, unless the difference, as the authors pointed out, is negligible.

In papers by Abu-Eittah et al. [41, 42], the electronic absorption spectra of three
isomers of bithiophene are studied within SCF localized orbital method on the
planar and nonplanar geometries. The energy profile depicts that the trans- and cis-
conformers are energetically indistinguishable and there is no barrier at θ = 0° and
180°. Both planar geometries are much more stable than the twisted one at θ = 90°.
The height of the potential barrier for the conversion from cis- to trans-conformer
(7.14 kcal/mol) suggests that the 2,2ʹ-bithiophene assumes a rigid or quasi-rigid
all-planar geometry, which is explained by π-electron conjugation.

Ab initio Hartree-Fock and valence effective Hamiltonian calculations have been
used by Brédas et al. [43]. The motivation for the calculation of the
one-dimensional energy rotational profile (rigid rotor approximation), ionization
potential, band gap and other electronic properties has been changed from funda-
mental aspect to the applied one. For the first time authors discussed material
properties as a function of torsion angle between adjacent rings in bithiophene.
Moreover, in this paper bithiophene was considered as a “model” system of
polythiophene. It was found that the absolute minimum on the surface of potential
energy corresponds to antiperiplanar-conformation, which is stabilized by
1.3 kcal/mol as compared to the synperiplanar one. The perpendicular orientation
of two rings corresponds to TS on the potential energy surface with the barrier
height of 4.2 kcal/mol.

In 1986 Barone et al. [33] analysed the conformational behaviour of bithio-
phenes by means of ab initio STO-3G and STO-3G* computations within relaxed
rotor model, i.e. optimizing the most significant geometrical parameters for each
value of the dihedral angle. It is found that energy minima occur at planar con-
formations and the trans-conformer is more stable by 0.88 kcal/mol, which cor-
responds to 14% cis-population at 300 K. The geometry optimization of the
molecules, which was performed on planar conformers, shows only minor effects
on the relative stabilities of both states, but generally reduces the transition barrier
(Table 2); this value is in a good agreement with NMR data of Bucci et al.
5.1 ± 2 kcal/mol [16]. Furthermore, the potential function V(θ) was expanded in a
Fourier series with six terms. Analysing the results, authors concluded that three
terms are sufficient for an accurate description of the rotational potential. Another
important conclusion is that the conformational behaviour of systems composed of
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two five-membered rings is always dominated by the conjugative contribution (V2)
to the torsional potential V(θ).

The conformational properties of bithiophene for the prediction of helical con-
formations of polythiophene in neutral and doped state in solution have been
studied by Cui and Kertesz [44] using semiempirical modified neglect of diatomic
overlap (MNDO) method and Extended-Hückel MO approach. It was observed that
the first method fails in predicting the planar structures, and therefore cannot be
used for characterization of the inter-ring rotation, whereas the second one gives the
rotational barrier of 4.68 kcal/mol, which is in line with experimental findings [16].

Later on the relatively large magnitude of the rotational barrier obtained
experimentally has been argued and associated with a possible deformation of the
bithiophene geometry in a liquid crystal medium. It was also debated that the
methods mentioned in Table 2 overestimate heights and positions of the peaks on
the potential energy surface. Nevertheless taken together, these early papers pro-
vided the necessary groundwork, giving the first basic blueprint for further theo-
retical characterization of the internal rotation in bithiophene.

4 The 1990s Publications

Several innovative strategies in macromolecular synthesis and experimental char-
acterization were developed by that time, which were responsible for the chemical
revolution of the semiconducting polymer field. For instance, it was recognized that
supramolecular packing of the conjugated polymeric chains induces changes in
very important physical parameters. That is why the researchers went into the
rational design of molecular structures via a proper choice of the monomers, of the
side chain lengths and their sterics and composition. These and many others trends
in experimental chemistry and physics reflected on the theoretical approaches,
giving rise to computational design of small conjugated species and to further
development of QM methods. It is interesting to note that at this period the joint

Table 2 Energetic barriers to the transition state (TS) at θ = 90° and stabilisation energies of
gauche-conformers of 2,2′-bithiophene (for the definitions see Fig. 2)

The energy difference between the
TS at θ = 90° and anticlinal
minimum ΔE4, kcal/mol

Stabilisation energy
ΔE2 anticlinal versus
synclinal, kcal/mol

Details of the calculations
(functionals and basis sets)
and references

3.46 0.58 Extended Hückel MO
approach [40]

7.14 0 SCF localised orbitals
method [41]

4.2 1.3 HF/STO-3G [43]
5 ± 2 0.88 HF/STO-3G, STO-3G*

[33]
4.68 0.33 Extended-Hückel MO [44]
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experimental-theoretical publications appeared for the first time [11, 17], and that
the theoretical studies themselves became more systematic.

Several research groups have made substantial contribution to this field: Leclerc
and Durocher et al. [45–51], Brédas et al. [52–54], Hernández and López Navarrete

Table 3 Energetic barriers to the transition state (TS) at θ = 90° and stabilisation energies of
gauche-conformers of 2,2′-bithiophene (for the definitions see Fig. 2)

The energy difference between the TS
at θ = 90° and anticlinal minimum
ΔE4, kcal/mol

Stabilisation energy ΔE2

anticlinal versus
synclinal, kcal/mol

Details of the calculations
(functionals and basis sets) and
references

2.6 2 HF/3-21G [52]

4.26 1.2 (two planar
conformers)

HF/STO-3G [63]

1.1 0.3 MNDO [55]

0.63 – AM1 [64]

1.9 0.7 SCF, MIDI-4*, ACPF [59]

1.7 0.8 HF/3-21G and HF/DZP [53]

1.7 (a) 0.7 (a), 0.2 (b) a – HF/6-31G*, b – experiment
[11]

1.58 0.64 HF/3-21G* [66]

4.6 (a), 5.7 (b) 2.5 (a), 0.46 (b) a – AM1/AMPAC, b – INDO/S
[45]

1.4 (a), 1.7 (b) 0.6 (a), 0.7 (b) a – HF/3-21G*, b – HF/6-31G**
[57]

1.46 (a), 1.51 (b) 0.55 (a), 0.48 (b) a – HF/6-31G*,
b – MP2/6-31G* [70]

1.4 0.6 HF/3-21G(d) [67]

1.7 (a), 1.4 (b) 0.9 (a), 0.8 (b) a – HF/6-31G*,
b – HF/6-311G** [60]

1.336 0.717 HF/6-31G** [58]

0.5 0.2 AM1 [71]

0.5–1 1 (a, b), 0.6–0.7 (c) a – MP2/6-31G(d),
b – MP2/6-311++G(d,p),
c – MP2/6-311++G(2d,2p) [61]

0.8–1.3 1.3–1.6 HF SCF/6-31G(d), 6-311++G
(d,p) or 6-311++G(2d,2p) [61]

1.8–2.6 0.5–0.7 B3LYP/6-31G(d), 6-311++G(d,
p) or 6-311++G(2d,2p) [61]

1.51 (a), 2.5 (b) 0.48 (a), 0.69 (b) a – MP2/6-31G*,
b – B3-PW91/6-31G* [54]

0.43 0.22 AM1; PM3 and INDO/S [47, 49]

1.5 0.55 HF/3-21G* [46]

1.69 (a), 4.3 (b) 0.7 (a), 1.2 (b) a – HF/6-31G*, b – HF/STO-3G
[49, 50]

1.7 (a), 1.3 (b), 2.7 (c) 0.8 (a), 0.5 (b), 0.6 (c) a – HF/6-31G(d),
b – MP2/6-31G(d),
c – B3LYP/6-31G(d) [62]
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et al. [55–58], Alemán and Karpfen et al. [59–62] and others [63–73]. Table 3
summarizes the data from some of these papers in chronological order of
publication.

Leclerc et al. [45–51] have conducted the most extensive research on this topic
in 1990s. They began with semiempirical treatment of conformational analysis of
bithiophene molecule within the rigid-rotor approximation [45] taking into account
the effect of dielectric continuum on the absorption spectra of the samples. In these
calculation the authors predicted the coexistence of two conformers with θ = 140°
and 40° in a vapour phase and more twisted conformations in non-polar media.
A theoretical design of polythiophenes with specific thermochromic properties has
been performed in 1997 and 1998 [46, 48]. The correlation of the rotational energy
barrier and the blue shift observed at high temperatures for a series of bithiophenes
decorated with some functional groups (–C2H5, –OCH3 [51] or –SCH3 [50]) was
rationalized.

Not only molecules in their ground state, but also the conformations of bithio-
phene and its homologues in the first excited single and triplet states have been
studied [47]. Performed semiempirical AM1 calculations reproduced both minima
on the potential energy surface (Fig. 2), whereas PM3 method failed to predict the
conformational behaviour of bithiophene in the ground state. In both S1 and T1

states, bithiophene molecule relaxed to planar conformation and the barriers to the
internal rotation in these excited states were predicted to be higher, as compared to
the previously observed value [45] for the molecule in the ground state.

The comparative study on the predictive power of semiempirical AM1, PM3 and
ab initio STO-3G, HF/3-21G* and HF/6-31G* methods is described in the
Ref. [49] by Leclerc et al. Authors have found that HF/3-21G* and HF/6-31G*
give very similar potential energy surfaces with the global minimum corresponding
to anti-conformer at θ = 146°. By contrast, STO-3G method predicts the anti-
conformer to be the most stable one, but in its planar geometry. In other words, this
minimal basis set cannot elaborate the conformational issues precisely; semiem-
pirical AM1 method can reproduce the picture only qualitatively.

In order to conclude about the persistent length and the length of conjugation for
a set of conjugated polymers, Brédas and Heeger [52] performed the HF/3-21G
ab initio study of dimeric molecules including bithiophene. Three conformers were
considered θ = 180°, 90° and 0°, for which the full optimization of geometry has
been performed, and three conformers with θ = 90°, 150° and 120° were calculated
as single point energies. The anti-conformer was found to be energetically more
stable by 2 kcal/mol with the barrier height of 2.6 kcal/mol at θ = 90° (Table 3).
Restricted HF calculations with a double-zeta polarized basis set [53] showed the
energy barrier for rotation to be smaller than those previously determined [52]. The
effect of electron correlations taken into account in this study by MP2 (Møller–
Plesset) method demonstrated lower stabilization energies for syn- and anti- con-
formers, suggesting the coexistence of both forms in solution or gas phase.
A number of density functional theory (DFT) and MP2 calculations were carried
out by Viruela, Brédas et al. [54] in order to assess the optimal conformations of
bithiophene. Besides this issue, the methodological questions about the validity and
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limitations of different DFT functionals, namely S, VWN, LYP, B3LYP, B3-P86,
and B3-PW91 were discussed. DFT-predicted optimized geometries were found to
be very close to the MP2 geometries. In many cases a four-fold potential to the
internal rotation was observed: the energy difference between conformers does not
exceed 0.69 kcal/mol with the barrier height of 2.5 kcal/mol (e.g. for
B3-PW91/6-31G*). These DFT functionals predicted nearly identical conforma-
tional properties of bithiophene. However, some functionals failed in precise pre-
dicting the energetics of the inter-ring rotation, for instance they increased the
barrier through the propeller-like conformation and the conjugative planarization
was sometimes overestimated, as compared to MP2 results.

López Navarrete et al. [55] reported on the decisive role of intra- and inter-
molecular interactions in biheterocyclic systems. The intramolecular forces have a
great importance for the molecules in vacuum. It has been discussed that the
rotational potential in this case has two terms: steric conflicts and a contribution
from delocalization of pz electrons. The first one favours the twisted conformation,
the second one—the planarization of the backbone. The balance of these competing
forces yields a structure with 0° < θ < 90°. If the molecules are packed forming an
ordered lattice of the crystal, the intermolecular contribution predominates and the
molecules are characterized by coplanar structure.

The problems of transferability of semiempirical quadratic force fields for
polythiophenes have been addressed in Ref. [56] by Hernández, López Navarrete
et al. The role of sterics in methyl-substituted dimers of bithiophene has been
investigated in Ref. [57]. It was found that the rotational potentials for substituted
bithiophene derivatives have absolute minimum for orthogonal conformers, i.e. the
steric hindrance causes significant changes on rotation. The effects of surrounding
medium (solvents: ethyl acetate and acetonitrile) on the electronic properties and
internal rotation were resolved in Ref. [58]. As a result, all conformational equi-
libria were found to be rather insensitive to the dielectric permittivity of the solvent.
Nevertheless, the syn-conformer with a larger dipole moment is preferentially
stabilized in polar environment (acetonitrile).

A small energetic effect of geometry relaxation on the torsion potential was
demonstrated by Karpfen et al. [59]. This work was continued in 1997 [61] in a
systematic study of flexible rotor torsion potentials for different ab initio and DFT
functionals (Table 3). The qualitative picture of inter-ring potentials was found to
be correctly described at all levels of approximation, the energies of stabilization of
anti-conformer over syn-form have been reproduced as well. However, the minima
at anti-gauche and syn-gauche conformations were underestimated in DFT calcu-
lations, whereas the rotational barriers at propeller-like state were substantially
larger. The authors obtained the dependence of both the position of minima and the
well depths on the basis set applied, and concluded that additional studies of this
problem are needed. The fitting of calculated potentials has been performed as well,
and a four-parameter representation was concluded to be sufficient for the detailed
description of the curves. Similar simulation setup has been applied by Alemán
et al. [60, 62] in conformational studies of bithiophene and its substituted deriva-
tives. In these publications the energy contributions Vn to the internal rotation have
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been analysed by barriers decomposition into a truncated Fourier expansion by
varying the basis sets in computations. It was found that the well heights are
strongly dependent on the basis set, indicating that the HF/6-31G* is the required
minimum for such research tasks. Two years later [62] these authors expanded the
list of the objects of the study to terthiophene and considered the 2D energy maps
for the simultaneous rotation of flanked rings around the central thiophene unit.

A joint experimental-theoretical approach has been used by Distefano et al. [63,
66] in order to characterize the electronic and geometrical structure of thiophene
oligomers and to extrapolate the results to polymeric chains. Dos Santos et al. [64,
65] identified the optimized conformations and the internal rotation of bithiophene
using semiempirical calculations taking into consideration the solid-state contri-
bution to the total energy. In papers [68, 69] the authors have described the elec-
trical and spectroscopic or scanning probe microscopy studies on oligo-and
polythiophene thin films supplemented by theoretical calculations of bithiophene
conformations in vacuum or in partially hydrated state. Ortí et al. [70] described
each Vn term in a Fourier decomposition of the torsional curve obtained at
MP2/6-31G* level. Six terms were considered, but only V1–V4 terms were found to
significantly contribute to the potential: V1 causes mainly the cis-trans-energy
difference, V2 encompasses the planarization of the backbone, V3 term contributes
to destabilization of the planar cis-conformation and V4 promotes the twisted form
of the molecule.

Thus, systematic evaluation of the conformational preferences of bithiophene
during this period consisted primarily in applying semiempirical [45, 64, 71],
ab initio [11, 49, 50, 57, 72] and DFT [54, 61, 73] methods for theoretical design of
intramolecular interactions via “chemical” decor of bithiophene backbone with
short side chains. The general qualitative picture of the inter-ring rotation in the
system under study has already been created by the end of the 90s.

5 Publications Since 2000

At the millennium, when A.J. Heeger, A.G. MacDiarmid, and H. Shirakawa
received the Nobel Prize in Chemistry for discovery and development of con-
ducting polymers, the computational prediction of structure and properties of
organic semiconducting molecules has become a rapidly-expanding area of
chemistry and physics. On the other side, a rapid increase in computational power
has provided a great boost for further progress in theoretical modelling of oligo- and
polythiophenes. Indeed, along with development of more sophisticated computa-
tional methods and schemes in quantum chemistry and the methods of computer
simulation of polymers (force-field based MD), it became possible to investigate
molecular systems containing thousands of atoms overcoming the problem of
different time and length scales involved in the physics of charge transport in
conjugated materials and solving the morphological issues. The relationship of
these two aspects is of paramount importance for the modern materials science [2].
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Table 4 Energetic barriers to the transition state (TS) at θ = 90° and stabilisation energies of
gauche-conformers of 2,2′-bithiophene (for the definitions see Fig. 2)

The energy difference between the
TS at θ = 90° and anticlinal
minimum ΔE4, kcal/mol

Stabilisation energy
ΔE2 anticlinal versus
synclinal, kcal/mol

Details of the calculations (functionals
and basis sets) and references

– 0.68 (a), 0.49 (b), 0.69
(c), 0.68 (d), 0.74 (e)

a – HF/6-31G*, b – MP2/6-31G*,
c – B3LYP/6-31G*, d –

BLYP/6-31G*, e – SVWN [74]

1.7 (a), 1.3 (b), 1.9 (c), 1.3 (d) 0.6 (a), 0.48 (b), 0.45
(c,d)

a – HF/6-31G*, b – MP2/6-311G**,
c – B3LYP/6-311G**, d –

CCSD/6-311G** [75]

1.7 0.5 MP2/cc-pVDZ [76]

1.88 0.63 MP2/cc-pVDZ [78]

1.72 0.68 HF, MP2/6-31G** [79]

5.37 0.96 DMol3, LDA/DND [81]

2.47 (a), 2.75 (b) 0.53 (a), 0.63 (b) a – B3LYP/aug-cc-pVTZ,
b – B3LYP/6-31G** [82]

1.94 (a), 1.64 (b) 0.36 (a), 0.49 (b) a – MP2/aug-cc-pVTZ,
b – MP2/6-31G** [18, 34, 82–84]

1.77 (a), 1.49 (b) 0.49 (a), 0.48 (b) a – CCSD(T)/cc-pVDZ,
b – CCSD/6-31G** [82]

2.8 0.25 CFF91 [84]

1.8 (a), 1.8 (b), 2.7 (c) 0.4 (a), 0.47 (b), 0.55
(c)

a – OB95/cc-pVTZ,
b – O1B95/cc-pVTZ,
c – OHandHB95 [85]

2.3 (a), 34 (b), 23 (c), 27 (d) 0.8 (a), 18 (b), ∼ 0 (c,
d)

a – B3LYP/6-311++G**, b – PCFF;
c – CVFF, d – UFF [86]

0.2 0.198 PM5 [87]

1.42 (a), 0.84 (b), 2.3 (c), 2.5 (d),
1.8 (e), 1.9 (f)

0.62 (a), 0.29 (b), 0.47
(c), 0.5 (d), 0.26 (e),
0.49 (f)

a – HF/DIDZ, b – MP2/DIDZ,
c – MPW1 k/MG3, d – BB1 k/MG3,
e – MC3MPW, f – MC3BB [88]

1.7 0.4 MP2/cc-pVDZ [89]

2.1 (a), 3.2 (b), 1.4 (c) 0.4 (a), 0.6 (b), 0.4 (c) a – CC2/cc-pVTZ [from Ref. 82],
b – S/cc-pVTZ, c – LHF/cc-pVTZ
[90]

3 0.7 B3LYP/SVP [91]

0.88–3.26 0.3–1.3 HF, B3LYP and MP2 [92]

2.2 1.1 HF/6-31G* [94]

1.9 0.9 [95] and CFF 91 [60]

1.84 0.69 B3LYP/6-311G(d,p) [96]

2.3 0.5 BHHLYP/cc-pVTZ [97]

2.2 (a), 2.5 (b), 1.55 (c,d) 0.48 (a), 0.72 (b), 0.31
(c), 0.24 (d)

a – B3LYP/6-311++G(2d,2p),
b – B3LYP/aug-cc-pVDZ,
c – MP2/6-311++G(2d,2p),
d – MP2/aug-cc-pVDZ [19]

(continued)
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Since 2000, the article’s titles often contained such words as “bithiophene
revisited”, “re-examination of rotation”, “improved force field” and “reinvestigated
inter-ring rotation” emphasizing that the researchers were looking for a new solu-
tion to the old problem using new methods and approaches [74–116]. Table 4
summarizes the observables from some of these papers in chronological order of
publication.

In particular, De Almeida et al. [74, 75] have applied a set of correlated MP2,
MP4 and CCSD (coupled cluster with single and double excitations) ab initio and
DFT methods for a detailed characterisation of potential energy surface of bithio-
phene (Table 4). Interestingly, these authors found out a good quantitative agree-
ment between the potential energy surfaces predicted by means of MP4/cc-pVDZ
and B3LYP/6-311G**; the latter can be referred to as the most computationally
efficient procedure for studying the bithiophene.

The MP2/cc-pVDZ calculations for rigid rotation by Siebbeles et al. [76, 89] and
within relaxed rotor approximation by Biskupič et al. [78] predicted the cis-trans
interconversion behaviour of bithiophene (Table 4) with the stabilisation energy
and the barrier height at θ = 90° similar to the findings by De Almeida et al. [75]
and Pinto et al. [79, 80]. A slightly different picture was observed by Kearley et al.
[81] in local density approximation (LDA) calculations with double numerical
DND basis set. These authors noticed a quite systematic trend toward greater
delocalization and a higher torsional barrier at θ = 90° for longer thiophene oli-
gomers, whereas the impact of non-valent interactions remained unchanged.

A comprehensive study of atomistic force field parameters for thiophene-based
conjugated polymers has been performed by Raos et al., which resulted in a series
of papers [18, 34, 82–84, 100, 111]. These authors developed and validated several
force fields for crystalline oligo-thiophenes and for the related polymeric chains,

Table 4 (continued)

The energy difference between the
TS at θ = 90° and anticlinal
minimum ΔE4, kcal/mol

Stabilisation energy
ΔE2 anticlinal versus
synclinal, kcal/mol

Details of the calculations (functionals
and basis sets) and references

2.3 0.73 B3LYP-D2/6-31+G(d,p) [104]

2.7 0.6 B97-D/TZV(2d,2p) [105]

1.6 0.2 LMP2/cc-pVTZ(-f) [106]

1.8 0.8 B3LYP/6-31G* [107]

0.8 0 ONIOM/B3LYP/6-31++G(d,p) [108]

2.18 0.44 Focal point analysis/MP2/cc-pVQZ
[113]

2.2 (a), 2.7 (b), 2.6 (c), 2.4 (d), 1.6
(e)

0.45 (a), 0.46 (b), 0.46
(c), 0.4 (d), 0.4 (e)

a – B3LYP, M062X/6-311+G(2df,p),
b – CCSD(T)/cc-pVTZ,
c – wB97x/6-311+G(2df,p),
d – MP2/6-311+G(2df,p),
e – wB97xd/6-311+G(2df,p) [114]

2.76 0.46 B3LYP/6-31G* [115]
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e.g. poly(3-n-butylthiophene) and poly(3-(S)-2-methylbutylthiophene). The first
simulation work [82], which was devoted to the systematic description of the
torsional energies of bithiophene, suggested that high-level ab initio methods are
necessary for reliable results. The torsion potential calculated at MP2/aug-cc-pVTZ
level was used subsequently in FF-based all-atom MD simulations [34, 84]. Later
on, this torsion term for bithiophene was criticised for its lower rotational barrier at
θ = 90° and a higher tendency to distort away from planarity toward an anti-
gauche state [111]. In this new study, thiophene tetramer has been used as a
“model” system for evaluation of inter-ring torsion potential, which has a more
extensive conjugation than dithienyl [81, 96, 104, 111].

Many researchers have pointed out that force fields e.g. universal force field
(UFF), consistent valence force field (CVFF) and polymer consistent force field
(PCFF) (Table 4) lose the local minimum on the potential energy surface for
anti-gauche conformation (dihedral angle is ca. 150°) and do not reproduce the
magnitude of the potential barriers and the positions of the extrema. In some papers
it was found, that extended electronic conjugation makes the inter-ring rotation
correlated up to the second-nearest neighbour rings [108]. Thereafter, these force
fields have been supplemented with a new set of interring torsion parameters (s.
Sect. 2) for all-atom and coarse-grained simulations of various thiophene-
containing systems [31, 35, 86, 91, 93–96, 98, 102, 104, 106–109]. For example,
amorphous phases of oligothiophenes were modelled using DREIDING [31], PCFF
[86, 93], CFF91 [95]. In these papers the torsional rotation/chain distortions and the
oligomer length were identified as the main contributors to structural disorder in the
samples. The behaviour of a single short poly(alkylthiophene) chain in aqueous and
organic implicit solvents has been described by Kurnikova et al. [94] using
improved and augmented version of AMBER force field. Oligothiophene
liquid-crystalline phases [102] and crystals [30, 31, 35, 98, 107, 109] of poly
(alkylthiophenes) have been modelled using original QM-based versions of tor-
sional potential or adapted one from Ref. [34], aiming at microscopic description of
mesophases, definition of transition temperatures (melting temperature Tm, glass
transition temperature Tg) and conformational disorder in pure systems or at the
organic/organic, organic/inorganic interfaces [29, 30].

Both rapid increase in computational resources and the application of efficient
parallelization schemes and algorithms have advanced further progress in the
development of new hybrid, exchange-correlation/long-range corrected DFT
functionals as well as modern wavefunction-based post-HF methods, e.g.
many-body perturbation theory, coupled-cluster theory, configurational interaction
and multi-reference approaches for the system under study [85, 88, 90, 113, 114,
117–119]. Many authors stressed the significance of dispersion interactions, delo-
calization error and strong static correlation for the characterisation of small con-
jugated molecules using DFT, which might have particularly dramatic
consequences for the properties predictions. Specifically, the absence of dispersion
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term leads to incorrect π-π thiophene-thiophene stacking or thiophene-substituent
interactions, suffering from delocalization error gives overestimations of torsional
barriers and results in an overstabilized planar structure.

For instance, the OPTX exchange-correlation functional and its hybrid versions
have been tested for the description of torsion potentials in π-conjugated molecules
by Sancho-García and Cornil [85]. The general conclusion is that the hybrid OB95
approach reproduces well both barriers for anti- to anti-gauche and for anti-gauche
to TS at θ = 90°, as compared to experimental findings for bithiophene [12].
Another example studied by Sancho-García [88] describes the advantages of
multicoefficient MC3MPW and MC3BB methods over MPW1k and BB1k hybrid
functionals, e.g. the latter methods overestimate the main barrier height and give
larger locally calculated errors for the torsion potential of dithienyl. Localized HF
potential in combination with LYP exchange term was used by Fabiano and Della
Sala [90]. The performance of twelve conventional and modern DFT functionals
with six basis sets have been tested in focal point analysis studies by Bloom and
Wheeler [113]. The authors concluded that the most accurate predictions of con-
formational behaviour and the best performance give B2PLYP, 06-HF ωB97X,
ωB97X-D and M06-HF regardless of the basis set employed.

Among wavefunction-based post-HF methods, coupled-cluster theory with sin-
gle, double and perturbative triple excitations (CCSD(T)) has been used by many
researchers as “gold standard” in calculations of nonbonded interactions and rota-
tional barriers of 2,2′-bithiophene [74, 75, 82, 114] and in predictions of conductive
and optical properties of thiophene oligomers [26b, 100, 105, 113, 114, 117–119].

The third aspect—focusing on torsion-dependent properties of materials—has
received renewed attention [26a, 97, 99, 101, 103, 105, 110–112, 114, 115, 120–
126]. As many early publications, recent papers shed light on optical, electronic and
photovoltaic properties [26a, 97, 99, 103, 110, 115, 120, 122, 123, 125, 126],
non-valent [101, 111, 112, 114, 124] or directional interactions in the solid state
[105, 121] of trans-bithiophene.

Altogether, these studies described the correlation between the molecular con-
formations and different experimentally observed intriguing phenomena [e.g. 103,
115, 120], state-of-the-art methods of calculations helped to discover competing
intra- and intermolecular CH-π interactions [111, 112] in substituted bithiophenes
and P3HT and predict deactivation pathways in oligothiophene-based materials for
photophysical applications [119]. A better understanding of key factors influencing
the coplanarity and torsion interactions [114] also helped to systematize and control
the effects of substituents, their sterics and positions in the ring, the backbone
conjugation and the weak non-valent interactions. This knowledge may also
facilitate interpretation of basic mechanisms (for instance the torsion dependence of
binding energy [126]) behind the processes in oligo- and polythiophene thin films
for flexible electronic devices.
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6 Conclusions and Outlook

The theoretical studies of inter-ring rotation in 2,2ʹ-bithiophene since the first
reports in late 1960s have been reviewed. Thanks to great progress in chemical
synthesis and characterisation techniques, and application of high-level quantum
chemistry, this field of research has seen the tremendous advances over the past
fifteen years. The current interest has soared in the structural properties of pristine
molecule, in rational design of new derivatives and development of new methods
and models. We have considered how the lessons learned from modelling of iso-
lated bithiophene molecule are being used to adjust modern force fields for classical
simulations of longer molecules and polymers containing bithiophene fragments.
The problem of parameters transferability, e.g. dependence of the torsional barrier
height on chain length [81, 96, 104, 111] has been described as well, although this
topic is still being debated today.

Concluding the review, we highlight the actual scientific challenges and direc-
tions that are closely related to bithiophene inter-ring rotation. First of all, further
ab initio calculations in theoretical and computational nanoscience are needed as
guidance to identify and characterize newer bithiophene-based objects, e.g. func-
tional torsional switches [127] and quinoidal bithiophenes [128]. Other alternatives
that could be explored include the study of stability of global and local minima on
the potential energy surface using pseudopotential Car-Parrinello molecular
dynamics or theoretical search of the “perfect twist” in oligothiophene chains [129].
The large-scale MD simulation of thin film morphology and polymers with
π-extended bithiophene donor units (for instance, diketopyrrolopyrrole- or
benzothiadiazole-based chains) at various interfaces is now impossible without
taking into account the twisting of the backbone and torsion correlations along the
chain. Intermolecular interactions in bithiophenes solid state have recently attracted
extensive attention, but many questions remain unresolved and many answers are
still incomplete. Breakthroughs are expected to come in the field of biological
organic electronics which utilizes bioinspired substances that contain short conju-
gated thiophene and bio-active segments, for instance for nanowire-based cell
stimulation or for creation of innovative biocompatible materials [29a–c, 130].

The collected data will serve as a good introduction for both experimentalists
and theoreticians and can provide some guidance to those focused on molecular
properties of bithiophene-containing materials for advanced flexible electronics.
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Theoretical Exploration of the Vibrational
Structure and IVR of S0 Thiophosgene
at High Excitation Energies

Svetoslav Rashev and David C. Moule

Abstract In this work, we review our recent theoretical work on the vibrational
level structure and vibrational mixing characteristics of very highly vibrationally
excited S0 thiophosgene (in the range of dissociation at ∼20000 cm−1), using our
recently developed vibrational variational calculation method and a recently derived
refined and modified quartic potential energy surface. We also present and discuss
some new results, especially concerning the statistical treatment of the computa-
tionally obtained data that complement and extend the previously obtained picture.
We compare the results from our calculations to the available experimentally
measured dataset (derived from SEP and LIF spectra) and draw conclusions about
the character and extent of vibrational mixing in this highly interesting range of
vibrational excitation energies.

Keywords Vibrational spectra ⋅ Intramolecular vibrational energy redistribution
(IVR) ⋅ Thiophosgene ⋅ Potential energy surface (PES) ⋅ Variational vibra-
tional calculations

1 Introduction

Understanding the nature and characteristics of very highly excited vibrational
states in polyatomic molecules, in the range of dissociation or even higher, is of
practical interest for chemistry, but also of theoretical interest for statistical math-
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ematics (theories of ergodicity and chaotic behavior in a system with many degrees
of freedom) and physics (spectroscopy, dynamical behavior of a highly excited
quantum system). This problem, known by the acronym IVR (intramolecular
vibrational energy redistribution), has been very extensively explored both exper-
imentally as well as theoretically during the last half century [1–5]. In the theo-
retical studies both quantum and classical approaches have been widely employed.
From a quantum perspective, the problem has a stationary and a dynamical aspect,
both aspects being equivalent mathematically and quantum mechanically. Indeed,
knowing the quantum stationary states of the system in the range of interest, its
dynamics can in principle be extracted and it will depend exclusively on the
preparation of the initial state. Thus, if we take a single quantum stationary state, it
will stay constant and not evolve in time [2]. If we synchronously excite a few
eigenstates, a quantum beating pattern will ensue. And if we excite simultaneously
a large number of closely spaced states (a dense bunch) then we could observe
relaxation dynamical behavior.

A most important feature of very highly excited molecular vibrational states is
that they are very densely spaced, which is the major reason for the extreme
difficulties in their theoretical exploration. The vibrational stationary quantum states
of the system are the eigenstates of a full molecular vibrational Hamiltonian.
A theoretical study of the vibrational quantum states consists in trying to derive
these states as linear combinations in terms of a conveniently defined basis set of
vibrational states, by diagonalizing the full molecular vibrational Hamiltonian in the
chosen basis set. The density of basis states in the energy range of interest should
practically coincide with the density of stationary states. It is very important to
decide which basis set is to be used for representation of the eigenstates, because
there are many possibilities which are determined by the coordinates used for
description of intramolecular vibrational motion. (Using a basis set usually amounts
to considering a system of coupled anharmonic oscillators.) In particular, one may
use a basis set of localized modes (LM) wavefunctions, which is in fact our
approach. These are defined e.g. to correspond to localized single bond stretches or
to interbond angle bends. Alternatively, one may use normal mode (NM) basis set
(using NM vibrational coordinates), as was done by many other authors. As a rule a
NM basis wave function is usually more strongly delocalized over the molecule
than a LM basis wavefunction. Therefore, e.g. by finding out that a particular
eigenstate contains a large contribution from a NM state, this does not directly
imply that a certain bond stretch is overexcited and hence the molecule would be
likely to dissociate along this bond, as would be the case for the LM basis set.

Which are the possible situations that may occur for highly excited vibrational
states of a polyatomic molecule? It is possible that all stationary states (eigenstates)
could be expressed as linear combinations of practically all underlying vibrational
basis states (whatever the chosen basis set). This would mean that even accessing a
single eigenstate (if this were possible) this state would contain comparable
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contributions from all molecular vibrational types. This would be the case of
complete vibrational mixing and IVR. However it might happen that there exists
some sparse distribution of eigenstates (feature states), superimposed on the dense
submanifold of uniformly vibrationally mixed states, which are expressible as linear
combinations of only small part of the basis states and therefore contain predom-
inant excitation in a certain vibrational mode that might turn out to be localized on a
particular molecular bond. Such a situation should be of interest for the purposes of
bond selective chemistry, if it were possible to physically access such localized
states.

The older theories of chemical reactions, were based on the assumption that a
large highly vibrationally excited polyatomic molecule, should generally have
statistical distribution of the vibrational energy among all molecular vibrational
modes. However recently Chowdary and Gruebele predicted [6], that there should
exist many well isolated “feature” states close to dissociation limit whose density
should grow with molecular size. This view is supported by the many spectro-
scopically observed sharp spectral lines in S0 thiophosgene (TP), close to and above
dissociation (at ∼20000 cm−1) [7, 8].

It is quite difficult to study theoretically the character of highly excited vibra-
tional states (in the range of dissociation energies) in a molecule with more than
three atoms. As mentioned above, the main difficulty comes from the extremely
high density of vibrational states. It is impossible to diagonalize the relevant
extremely large Hamiltonian matrices, in order to obtain the vibrational eigenstates.
In order to overcome this difficulty we have designed a specific vibrational varia-
tional calculation method that is based on a specific search/selection procedure
employed to select a subset of relevant symmetrically adapted vibrational basis
states from the existing huge manifold of basis states of all symmetries. Using our
method we have been able to perform converged vibrational calculations at very
high vibrational excitation energies for the four atomics formaldehyde and thio-
phosgene [9–11].

During the last decades, thiophosgene was recognized as a suitable model
molecular system for studying characteristic spectral and photophysical features of
polyatomic molecules [12–18]. E.g., for studying intramolecular vibrational energy
redistribution (IVR) in the ground electronic state S0 [7, 16, 19, 20], as well as for
exploring basic concepts of electronic radiationless transitions [12–15]. The
vibrational spectroscopy of thiophosgene has been studied in detail [21–26].
Ultra-high resolution spectroscopy (using synchrotron radiation) was used to study
the lower energy excitation range [25, 26]. However, despite these spectroscopic
studies, the fundamental mode ν3 could not be observed and measured directly and
its frequency is unknown. In Table 1 are shown the 6 fundamentals of S0 thio-
phosgene—frequencies and symmetries. Many sharp spectral features have been
observed and even assigned (using LIF and SEP [7, 8, 20, 27]), ranging up to very
high vibrational excitation energies of ∼23000 cm−1 [7, 8]. These spectral features
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were shown to form regular progressions and could be assigned in terms of normal
mode (NM) quantum numbers [7, 8, 19].

In our work [10] we obtained a refined quartic PES, that described successfully
both the experimentally observed fundamental as well as some higher excited
frequencies in S0 TP [15, 16, 25, 26]. Using this field, in our subsequent work [11],
we explored theoretically the vibrational structure of TP in the entire range of
vibrational excitation energies up to dissociation. For this purpose our quartic PES
has been adapted to display the correct asymptotic behavior when approaching the
C–Cl bond dissociation energies, which was not true for the original quartic field
[10].

In this work we review our results from our large scale calculations on the highly
excited vibrational level structure and character in the range of dissociation
at ∼20000 cm−1. We complement the previous results with new findings and draw
some new and more sophisticated conclusions from them.

2 Basic Features of our Vibrational Calculation Method

Our Hamiltonian formalism for large scale vibrational calculations, has been
already described in due detail [9, 10], therefore we give here only a rather brief
account of its essential features. In our Hamiltonian description we use internal
curvilinear vibrational coordinates. We use the exact kinetic energy expression T of
Handy in such coordinates [28], while the potential energy surface (PES) V is
presented as a quartic Taylor expansion of the coordinate shifts from equilibrium to
fourth order, the three bond stretch coordinates being presented in
Simons-Parr-Finlan (SPF) form [9, 10]. Based on this curvilinear coordinate rep-
resentation, we define a vibrational (6D) basis set in separable product (sym-
metrized) form that represents the primitive state space (PS). Thiophosgene has C2v

symmetry. Our vibrational treatment of the molecule is fully symmetrized. This
means that the employed 6D vibrational basis set functions will always belong to
one of the C2v point group symmetry species and are obtained as products of
symmetrized components, expressed as suitable linear combinations of the 1D
functions corresponding to the separate vibrational coordinates. The set of 1D basis

Table 1 Fundamental vibrational frequencies (in cm−1) for S0
35Cl2CS with symmetries

Mode (symmetry) Shape Experimentally observed

ν3 (A1) Symmetric Cl–C–Cl bend 292.80
ν6 (B2) Asymmetric Cl–C–Cl bend 305
ν4 (B1) Out-of-plane bend 471.04267
ν2 (A1) Symmetric C–Cl stretch 503.80679
ν5 (B2) Asymmetric C–Cl stretch 819.614
ν1 (A1) C–S stretch 1139.70
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functions along each curvilinear coordinate are defined as harmonic oscillators for
the three stretches and the out-of-plane bend and as Legendre polynomials for the
two in-plane S–C–Cl bends. These basis functions are subsequently prediagonal-
ized to match as closely as possible the molecular vibrational levels. This predi-
agonalization serves to diminish the magnitude of the nondiagonal matrix elements
in the full Hamiltonian matrix representation and thus reduce the dimensionality of
the required Hamiltonian matrix itself. Since we take a large number of vibrational
1D basis functions along each coordinate (30 or more), our entire PS of 6D basis
states is extremely large.

To build the Hamiltonian matrix of a particular vibrational calculation problem,
we employ our specific search/selection procedure (described in due detail previ-
ously [9, 10]) that serves to select an optimally small however representative active
space (AS) of basis states, from the huge available PS. A search/selection procedure
is started from a particular basis state 0j ⟩, chosen to be the best zeroth-order
representation of the molecular vibrational state that we want to explore. A very
important characteristic of our procedure is that it is symmetrically adapted, i.e. all
selected basis states will necessarily have the same symmetry species as the chosen
initial state of the search 0j ⟩. Starting from 0j ⟩, the search/selection algorithm
proceeds to probe systematically (at steadily increasing distance in state space from
0j ⟩), the available basis states from the primitive space, by calculating the relevant
coupling matrix elements, and to select only those states, that have substantial
(direct or indirect) coupling strength to 0j ⟩. For this purpose we need a very fast
method to calculate matrix elements. This we have achieved by pre-calculating
specific arrays of 1D matrix elements corresponding to each 1D basis set and
storing them in computer core memory, so that each actual calculation of a matrix
element is reduced to a series of simple arithmetic operations and no numerical
integrations. The search/selection procedure is controlled by a number of param-
eters whose values have to be fixed at the outset. Among them are the two major
parameters, determining the scope and the quality of the search, C and R, that have
been defined and discussed in detail in our previous work [9, 10]. R (a filtering
parameter) is a window around the zeroth energy of the initial basis state 0j ⟩ which
acts to promote the selection of basis states that are located within the energetic
R vicinity of 0j ⟩ and to prevent the selection of too far displaced basis states. In our
calculations of the lower excited vibrational states, where the accuracy must be
higher, R has been usually chosen as ∼1500 cm−1 [10], but it had to be reduced to
R = 100 cm−1 when exploring the higher excited vibrational states, to make these
calculations feasible. The second parameter C is the limiting value for selection of
basis states, characterized by an evaluation function value fk (ascribed to each
selected basis state kj ⟩), accounting for its (both direct and indirect) coupling
strength to 0j ⟩ (a probed basis state for which the calculated fk > C is selected while
if fk < C, the state will not be selected) [9, 10]. According to the values chosen for
the parameters C and R, the search/selection procedure will select a varying number
of basis states, which results in varying precision of the calculation, according to the
requirements. In the course of the implementation of the search/selection procedure,
the Hamiltonian matrix H is built and stored in memory, which contains all
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diagonal and nondiagonal Hamiltonian matrix elements of the selected basis states
from the AS. Our search/selection algorithm is symmetrized, therefore all selected
basis states in the AS are of the same symmetry species as the initial state 0j ⟩, which
also contributes to the reduced size of the Hamiltonian matrix.

Next we tridiagonalize the obtained Hamiltonian matrix H employing a con-
ventional Lanczos iteration without reorthogonalization [29, 30], starting with the
vector 0j ⟩. For a Hamiltonian matrix H with dimensionality N (where N is the
dimensionality of the selected AS), we usually perform 3N Lanczos iterations to be
sure to include all true eigenvalues of the H. Then we diagonalize the obtained
tridiagonal Lanczos matrix using the routine tqli() from Numerical recipes [31], in
slightly modified form. From this calculation we obtain the eigenvalues Ei and first
components Ci (corresponding to basis state 0j ⟩) of the eigenvectors ij ⟩ of H (|Ci|

2 is
the spectral distribution in the explored range of vibrational excitations).

3 Potential Energy Surface

As mentioned above, the vibrational structure of S0 thiophosgene has been studied
repeatedly spectroscopically in considerable detail. The obtained ample experi-
mental data have enabled the construction of several potential fields for the ground
electronic state [19, 32, 33]. In our recent work [10], we designed a quartic PES that
reproduced correctly the lower excited experimentally measured vibrational fre-
quencies. First, using the nwchem suite of ab initio programs [34], we performed
ab initio computations to determine a full set of quartic force constants. Next, using
our vibrational variational method, we performed calculations to adjust the obtained
ab initio force constants so that the calculated vibrational levels should most closely
reproduce the experimentally measured vibrational frequencies. As a result of this
adjustment we were able to achieve a satisfactory fit of the calculated with the
experimentally measured vibrational frequencies, in the range up to ∼3000 cm−1

[10]. The results from our vibrational calculations in this lower excited range and a
comparison to the experimentally measured frequencies, are presented in Table 1
from our recent work [10], while the values of all refined quartic force constants (in
units aJ and radian) are also given in the Supplement to this work as part of the
c++ code for calculation of the PES.

Looking at the results from our calculations shown in Table 1 of Ref. [10] it is
seen, that our refined quartic field [10] can correctly describe the vibrational level
structure in S0 thiophosgene up to ∼5000 cm−1 of vibrational excitation energy, but
this is not true for the higher vibrationally excited domain and in particular at
energies close to dissociation (breaking of the C–Cl bond at ∼20000 cm−1). In
Fig. 1 (broken line) is displayed the 1D cross section of our quartic PES along the
C–Cl stretch coordinate, given by the following expression (in the quartic PES):
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where F11, F55, F111, F155, F1111, F1155, F5555 are the relevant force constants from
our refined quartic force field [10] (given in units aJ); Z = 1/(hc)—a factor to
convert to wavenumbers; x is the shift of the C–Cl coordinate from the equilibrium
value of x0 = 1.73 A. This expression (1) dissociates at 114656 cm−1, being much
higher than the measured dissociation limit of the C–Cl bond, at ∼20000 cm−1. We
need to change this expression in order to achieve a better representation of the true
molecular dissociation limit. For this purpose, in our PES we have replaced
expression 1 with another one, U’C–Cl(x) (2), that dissociates at the correct limit of
Dis = 20000 cm−1, however having the same values for the second, third and
fourth derivatives in x at x = 0 as Eq. 1, in order to preserve the same calculated
fundamental frequencies as the original quartic PES. Such an expression can take a
Morse-like form, but having two additional parameters, to make it more flexible:

U′

C−ClðxÞ=Dis 1− exp − ax− bx2 − cx3
� �	 
2 ð2Þ

The values of the parameters Dis, a, b and c in this expression have been
determined as follows. The parameter Dis was set to 20000 cm−1. We calculated
analytically the 2nd, 3rd and 4th derivatives of expressions 1 and 2 with respect to
x, at x = 0 (1st derivative is zero), and set the respective derivatives equal to each
other. From the three equations thus obtained we determined the values of the
parameters a, b and c, in the expression for U’C–Cl(x) (2), that correspond to the
values of the force constants F11, F55, F111, F155, F1111, F1155, F5555 in
expression 1:

a2 =A ̸ x20Dis
� �

; b= a2 −A ̸ ax30Dis
� �

+B ̸ 2ax30
� �

;

c= ð3A+CÞ ̸ 2ax40Dis
� �

− b2 ð̸2aÞ+1.5ab− 7a3 ̸24;
whereA=ZðF11 +F55Þ ̸2, B=ZðF111 +F155Þ ̸ð2p2Þ, C =ZðF1111 +F1155 +F5555Þ 4̸.

ð3Þ

Next, we replace the expression 1 in our original quartic PES with the Eq. 2,
thus ensuring correct behavior both at dissociation and at equilibrium. This
expression 2 is displayed in Fig. 1, solid curve. This improved expression (2) was
incorporated in our vibrational code (replacing expression 1) and used in all our
subsequent calculations on the higher vibrationally excited states of S0 thiophos-
gene (Fig. 2).

Of course, a reasonable question might arise, why aren’t we using a more
sophisticated PES expression for S0 TP in our calculations, e.g. an n-mode repre-
sentation, especially when trying to explore the very highly excited vibrational
domain? Furthermore, the employment of quartic and up to sextic Taylor

Theoretical Exploration of the Vibrational Structure … 237



expansions at the equilibrium molecular configuration has been shown to lead to
certain difficulties in the variational calculations, when going to the higher excited
domain, where these expansions might have unphysical behavior [35, 36]. We can
provide following arguments in support of our choice of a quartic PES. First of all
the quartic expansion is very simple and convenient to work with (and the
Morse-like update considered above makes it even more convenient), especially
suitable for our code that requires very fast calculation of the matrix elements
involved, vide supra. Such fields have been very widely employed in both per-
turbational as well as variational vibrational calculations by many authors and their
utility discussed repeatedly, e.g. Refs. [33, 35–37], to name just a few. Next, the
employed refined quartic PES in this work was shown to reproduce quite

Fig. 2 Spectral distributions
according to the Brody
expression (Eq. 6) for several
different values of the
parameter ν

Fig. 1 1D cuts through the
refined PES for thiophosgene
[10], along the C–Cl stretch
coordinate, for the original
quartic expression (Eq. 1,
broken line) and for the
improved expression (Eq. 2,
solid line)
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satisfactorily the experimentally measured frequencies of S0 TP up to comparatively
high vibrational excitation energies [10]. As a further test of the quality of our PES,
we have calculated 1D cuts along all curvilinear coordinates (both stretching as well
as bending) and found that they have regular behavior at the large displacements
from equilibrium and do not display any unphysical characteristics that might lead
to unwanted distortions of the results from the variational calculations. This is
partially due to the employment of SPF coordinates for the stretches, as pointed out
in [35, 36]. Here we do not claim to have built a global PES, which is a very
demanding task, and for that reason of course we do not claim to be able to
reproduce the exact vibrational level structure at excitation energies comparable to
dissociation. This would be an unrealistic task. We just believe to have designed a
suitable model PES that allows us to obtain a crude however realistic picture of the
vibrational level structure and to judge about the basic features of effective level
density, vibrational level mixing and dynamics at dissociation energies. As a result
of all this we believe, that our updated quartic field is a good choice for the aims of
the present work.

4 Vibrational Calculations at the Higher Vibrationally
Excited States in S0 Thiophosgene and the Relevant
Vibrational Level Densities

Now we proceed to analyze the results from our large scale calculations performed
in the extremely interesting highly excited energy range at ∼20000 cm−1, where
dissociation of one or two C–Cl bonds can occur. We have performed calculations
on five different feature states in this energy range: 114412 at 20016 cm−1, 11231416
(20041 cm−1), 115213148 (20059 cm−1), 1163246 (20077 cm−1) and 11121418
(20084 cm−1). Careful convergence tests on the results from such calculations have
been performed in our previous work [11] where it was shown that our calculations
can reproduce qualitatively correctly the experimentally measured vibrational level
structure and the obtained picture does not depend critically on some limitations to
the values of our parameters introduced in the search to make the calculations
feasible (in particular the reduced parameter value of R = 100 cm−1).

In Figs. 3 and 4 are displayed the overall shapes |Ci|
2 of all 5 calculated spectra.

For the calculations on each of these states (at parameter values C = 10−12,
R = 100 cm−1), our search/selection algorithm selected an AS of N = 149512,
278922, 170256, 170194, 236201 basis states of A1 symmetry, respectively. All
spectral shapes are seen to be quite broad, which is a result of the choice of our
initial state as a LM state instead of a NM state. These overall shapes are however
of no particular interest and only the detailed level structure in a narrow spectral
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range of relevance could yield valuable information about the mechanisms and
extent of vibrational level mixing and IVR.

For this purpose, in Figs. 5 and 6 are displayed narrow sections of the same five
calculated spectra to visualize their detailed eigenvalue structure in the range of
interest. From these images, the effective vibrational level density involved in the
vibrational mixing at the states of interest 0j ⟩ = 114412 (20016 cm−1), 11231416
(20041 cm−1), 115213148 (20059 cm−1), 1163246 (20077 cm−1), 11121418
(20084 cm−1), can be estimated by direct count. The effective vibrational level
density is a very important measure for the extent of vibrational level mixing and
IVR. It shows how much of the full available vibrational level density is effectively
coupled to the initial basis state 0j ⟩ through anharmonic and kinetic interactions in
the molecular Hamiltonian. From Figs. 5 and 6 it is readily seen, that the selected
effective level density for all cases is in the range of ∼5–10 l/cm−1. This observed
density is certainly much lower than the entire available A1 density in thiophosgene
at Ev ∼ 20000 cm−1. Our estimation of the full available level density at Ev ∼
20000 cm−1, calculated by an anharmonic level count, was ρ ∼ 1800 l/cm−1, and
the A1 level density was ρA1 ∼ 450 l/cm−1. We point out that the effective level
density ρeff ∼ 6 l/cm−1, of protected states found in this work, amounts to ∼0.013
of the ρA1 ∼ 450 l/cm−1 value obtained by our anharmonic count.

The major result from our calculations as well as from the estimations by the
authors [8] is that at high vibrational excitation energies in the range of dissociation
there exists a sparse submanifold of vibrational “feature” states that are very well
isolated from the remaining very dense background manifold (not involved in
extensive vibrational mixing and IVR). These feature states are characterized by
predominant excitation in the ν1 (C–S stretch) and ν4 (out-of-plane) modes. On the
other hand the dense background level manifold consists of basis states that contain
high excitation in the ν2, ν5 (C–Cl stretch) and ν3, ν6 (S–C–Cl bend) modes. To
check whether this latter manifold is strongly vibrationally intermixed we have tried
to perform a calculation, starting with the 0j ⟩ = 510610 state, located at ∼10000
cm−1, i.e. halfway to dissociation. This calculation could not be finalized at the
usual parameter values of the search because the algorithm proceeded to select too
many basis states, which is evidence for strong vibrational level mixing. In our
recent work [11] it has been demonstrated that the existence and density of an
isolated sparse manifold of feature states is not affected and limited by the scope and
parameters of a particular calculation. The available background vibrational density
is not involved in vibrational mixing with the feature states and it should remain
completely “dark”, assuming that the latter states are “bright”. This may be
regarded as a theoretical justification of both the theoretical predictions of
Chowdary and Gruebele [6] about the existence of a considerable (and growing
with molecular size) number of protected feature states at very high vibrational
excitation energies as well as the experimental observation of numerous assignable
feature states in S0 thiophosgene.
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5 Statistical Methods and Calculations

At the higher vibrational excitation energies, where the spectrum is too complex to
be understood and assigned in terms of mode quantum numbers, it can better be
analyzed in terms of statistical distributions [38, 39]. The major purpose of sta-
tistical treatments is to establish how strong and extensive is the mixing among the
vibrational basis states (eigenfunctions of a separable Hamiltonian) and how close
is the considered system to quantum ergodic character.

A sensitive measure for the extent of level mixing comes from the analysis of the
level spacing distribution of nearest neighbors in the eigenstate spectrum. Indeed, it
has been demonstrated that the eigenvalues of a separable Hamiltonian yield a
Poisson distribution of nearest neighbor spacing [40]:

PPðxÞ= 1
⟨x⟩

exp −
x
⟨x⟩

� �
, ð4Þ

where ⟨x⟩ is the mean spacing between adjacent levels. This distribution has
maximum at zero and falls off exponentially with increasing spacing x. This is the
distribution, which should be obtained for the spacing of basis states energies,
irrespective of the basis set used, because the basis states are eigenstates of a
separable Hamiltonian. On the other hand, the eigenvalues of a strongly mixed
Hamiltonian system possess the same level spacing distribution as the Gaussian
orthogonal ensemble (GOE) of random matrices, which is characterized by “level
repulsion” and has been approximated by Wigner with the expression [41]:

PWðxÞ= πx

2⟨x⟩2
exp −

πx2

4⟨x⟩2

� �
, ð5Þ

There is a useful expression, the Brody distribution [42] that covers the range
between these two extremes of level coupling situations:

PBðxÞ= axqexp − bxq+1� �
, ð6Þ

where a = b(q + 1) and b=
Γ q+2

q+1½ �
⟨x⟩

� �q+1

; for q = 0, the Poisson distribution is

obtained while for q = 1, the Wigner distribution. By comparing our calculated
distribution with the Brody distribution, we can determine the value of q which is
suitable for describing our distribution and hence the extent of vibrational mixing
and stochasticity which is greater, the closer is q to 1.

The spectral distributions x = |Ci|
2 of the calculated spectrum provide another

good measure of stochasticity among highly excited vibrational levels. This is
achieved by fitting the available spectral distribution to a chi-squared distribution
with ν degrees of freedom [39]:
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PνðxÞ= ν

2IΓðq ̸2Þ
νx
2I

� �ν
2− 1

exp −
νx
2I

� �
, ð7Þ

where Ī is the mean |Ci|
2 and Γ is the gamma function. A quantum system can be

considered ergodic, if the observed spectral distribution resembles a chi-squared
distribution with one degree of freedom ν = 1, i.e. a Porter-Thomas distribution
[38, 39]. In those cases, when the approximating chi-squared distribution has more
than one degree of freedom ν > 1, this should be considered as evidence for
incomplete vibrational mixing and nonergodic IVR behavior. The larger the ν
value, the further from ergodicity is the system although, as discussed by Polik et al.
[39], ν cannot be regarded simply as the number of independent channels for decay
of the initial state. In Fig. 2 is displayed for illustration the shape of the spectral
distribution (Eq. 7) for several different values of the parameter ν.

We also note that in a recent paper Keshavamurthy [43] has examined the
ergodic character of highly excited eigenstates in thiophosgene (at dissociation)
using very sensitive measures of quantum ergodicity. He found the existence of
localized eigenstates, suggesting nonstatistical energy flow dynamics. In particular,
even feature states with considerable excitation in the ν2 and ν3 modes have shown
deviations from ergodicity that were not among the spectroscopically observed
features by Berrios et al. [8].

Fig. 7 Nearest neighbor level spacing distributions in the calculated spectra for the three states
114412 at 20016 cm−1, 11231416 at 20041 cm−1 and 115213148 (20059 cm−1); to obtain this
distribution, we have included in the analysis all calculated levels in the range 19000–21000 cm−1;
the mean level spacing for the three spectra is 0.173, 0.164 and 0.192 cm−1 respectively, which
appear as 100 in the displayed curves; the Wigner distribution is plotted in red on each image for
comparison
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Fig. 8 Nearest neighbor level spacing distributions in the calculated spectra for the two states
1163246 (20077 cm−1) and 11121418 (20084 cm−1); the mean level spacing for the two spectra is
0.186 and 0.151 cm−1 respectively, which appear as 100 in the displayed curves; the Wigner
distribution is plotted in red on each image for comparison
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Fig. 9 Distribution of line |Ci|
2 values in the calculated spectra of the 114412 (20016 cm−1) and

11231416 (20041 cm−1) states, in units I/Ī (black); Ī is the mean |Ci|
2 value (Ī = 7.5 × 10−6 and

1.4 × 10−5, respectively), which appears on the graphs at I = 10. To calculate these distributions,
we have included in the analysis all calculated levels in the range 19000–21000 cm−1 (20291 and
12208 states, respectively). Plots of model Brody distributions (Eq. 6) with ν = 1 and ν = 3
degrees of freedom respectively are also displayed in red
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In Figs. 7 and 8 are presented the calculated nearest neighbor spacing distri-
butions for all five calculated spectra of the states 114412 (20016 cm−1), 11231416
(20041 cm−1), 115213148 (20059 cm−1), 1163246 (20077 cm−1), 11121418
(20084 cm−1). To calculate these distributions, in each case we have included in the
analysis all calculated eigenstates in the range 19000–21000 cm−1 (20291, 12208,
10420, 10754, 13274 states, respectively). The mean spacing for each distribution
has been calculated as 0.173, 0.164, 0.192, 0.186 and 0.151 cm−1 respectively,
which appears as 100 in the displayed curves. The Wigner distribution is plotted in
red on each image for comparison. It is seen that this distribution resembles to a
(more or less) satisfactory extent the calculated distributions which could be
regarded as evidence for quite good and extensive vibrational level mixing and IVR
among the levels belonging to the effective vibrational level manifold.

Next, in Figs. 9 and 10 are presented the line distributions |Ci|
2 in our five

calculated spectra of the states 114412 (20016 cm−1), 11231416 (20041 cm−1),
115213148 (20059 cm−1), 1163246 (20077 cm−1), 11121418 (20084 cm−1), in units x/
Ī. Ī is the mean |Ci|

2 (Ī = 7.5 × 10−6, 1.4 × 10−5, 2.3 × 10−5, 2.5 × 10−5 and
1.3 × 10−5 respectively), which appears on the graphs at x = 10. To calculate
these distributions, we have included in the analysis all calculated eigenstates in the
range 19000–21000 cm−1 (vide supra). As seen from Figs. 9 and 10, these spectral
distribution could be best fit by the plot (red curve) of expression (Eq. 7) with ν = 1
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Fig. 10 Distribution of line |Ci|
2 values in the calculated spectra of the 115213148 (20059 cm−1),

1163246 (20077 cm−1) and 11121418 (20084 cm−1) states, in units I/Ī (black); Ī is the mean |Ci|
2

value (Ī = 2.3 × 10−5, 2.5 × 10−5 and 1.3 × 10−5 respectively), which appears on the graphs at
I = 10. To calculate these distributions, we have included in the analysis all calculated levels in the
range 19000–21000 cm−1. Plots of model Brody distributions (Eq. 6) with ν = 2 degrees of
freedom respectively are also displayed in red on each graph
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degrees of freedom for the 114412 state, ν = 3 degrees of freedom for the 11231416
state and ν = 2 for the 115213148, 1163246 and 1163246 states. Thus only 114412
shows convincing evidence for extensive vibrational mixing and ergodicity while
the remaining four states appear to be intermixed to a lesser extent.

6 Conclusions

In this work, using our recently developed vibrational variational calculation
method, we have carried out large scale calculations on five selected experimentally
observed and assigned [8] feature (basis) states, in the higher range of vibrational
excess energies in S0 thiophosgene, where dissociation occurs: 114412
(20016 cm−1), 11231416 (20041 cm−1), 115213148 (20059 cm−1), 1163246
(20077 cm−1) and 11121418 (20084 cm−1). The employed PES for the calculations
was originally based on a quartic Taylor expansion in terms of internal curvilinear
vibrational coordinates, whose force constants have been determined in our pre-
vious work [10], to yield correct values for the lower excited experimentally
measured frequencies. This PES expression has been partially updated, in order to
describe correctly the C–Cl bond dissociation limit at ∼20000 cm−1. This
improvement was required for a more realistic description of the highly excited
vibrational states and their density.

Our general conclusion from the calculated spectral distributions at 20000 cm−1

and their detailed analysis is that there exists a sparse vibrational level submanifold
of “feature” states (whose density is ρeff ∼ 5–10 l/cm−1) that is superimposed on
much denser background vibrational level manifold. The feature states contain
predominant excitation in the ν1 and ν4 modes, while the dense background levels
contain high excitations in the ν2, ν3, ν5 and ν6 modes. The “feature” vibrational
levels from the sparse submanifold are rather strongly vibrationally intermixed
among themselves but comparatively well isolated from the levels belonging to the
dense background vibrational manifold. These latter levels also appear to be
strongly vibrationally mixed among themselves. In close relation to this analysis we
have examined and discussed in some detail the methods usually employed for
estimation of vibrational level densities in molecules at high excitation energies and
the difficulties that may be encountered. We have also performed statistical analysis
on the calculated spectral distributions using both nearest neighbor spacing distri-
butions as well as spectral distributions. From the calculated nearest neighbor
spacing distributions and their comparison with theoretically derived expressions it
was found, that our distributions were more or less satisfactorily described by the
Wigner expression (Eq. 5), which was considered as evidence for extensive
vibrational mixing and ergodic behavior. On the other hand, the calculated spectral
distributions were less straightforward to analyze. In most considered cases they
showed some deviations from completely stochastic behavior. Further calculations
and analyses are required to gain more detailed and unambiguous information on
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the vibrational level mixing and IVR of highly vibrationally excited S0
thiophosgene.

Acknowledgements This research was supported by the National Research and Engineering
Council of Canada and by the Project INERA, under contract REGPOT 316309.

References

1. Felker PM, Zewail AH (1988) Adv Chem Phys 70:265
2. Uzer T, Miller WH (1991) Phys Rep 199:73
3. Gruebele M, Bigwood R (1998) Int Rev Phys Chem 17:91
4. Gruebele M, Bigwood R (2000) Adv Chem Phys 114:193
5. Gruebele M, Wolynes PG (2004) Acc Chem Res 37:261
6. Chowdary PD, Gruebele M (2008) Phys Rev Lett 101:250603
7. Strickler B, Gruebele M (2004) Chem Phys Phys Chem 6:3786
8. Berrios E, Pratt S, Tripathi P, Gruebele M (2013) J Phys Chem A 117:12082
9. Rashev S, Moule DC (2012) Spectrochim Acta A 87:286

10. Rashev S, Moule DC (2015) Spectrochim Acta A 140:305
11. Rashev S, Moule DC (2016) J Theor Chem Comput 15:1650005
12. Maciejewski A, Steer RP (1993) Chem Rev 93:67
13. Moule DC, Burling IR, Liu H, Lim EC (1999) J Chem Phys 111:5027
14. Moule DC, Lim EC (1999) J Chem Phys 110:9341
15. Fujiwara T, Lim EC, Judge RH, Moule DC (2006) J Chem Phys 124:124301
16. Sibert EL, Gruebele M (2006) J Chem Phys 124:024317
17. Jung C, Taylor HS, Sibert EL (2006) J Phys Chem A 110:5317
18. Keshavamurthy S (2012) J Chem Sci 124:291
19. Bigwood R, Milam B, Gruebele M (1998) Chem Phys Lett 287:333
20. Lee S, Engel M, Gruebele M (2006) Chem Phys Lett 420:151
21. Lowell RJ, Jones EA (1960) J Mol Spectrosc 4:173–189
22. Downs J (1963) Spectrochim Acta 19:1165
23. Brand JCD, Callomon JH, Moule DC, Tyrrell J, Goodwin TH (1965) Trans Faraday Soc

61:2365
24. Frenzel CA, Blick KE, Bennett CR, Niedenzu K (1970) J Chem Phys 53:198
25. McKellar ARW, Billinghurst BE (2010) J Mol Spectrosc 260:66
26. McKellar ARW, Billinghurst BE (2015) J Mol Spectrosc 315:24
27. Chowdary PD, Strickler B, Lee S, Gruebele M (2007) Chem Phys Lett 434:182
28. Handy NC (1987) Mol Phys 61:207
29. Cullum JK, Willowghby RA (1985) Lanczos algorithms for large symmetric eigenvalue

computations, vols I, II. Birkhauser, Boston
30. Wyatt RE (1989) Adv Chem Phys 73:231
31. Press WH, Flannery BP, Teukolsky SA, Vetterling WR (1988) Numerical recipes in C.

Cambridge University Press, Cambridge
32. Rashev S, Bivas I, Moule DC (2007) Chem Phys Lett 438:153
33. Davisson JL, Brinkmann NR, Polik WF (2012) Mol Phys 110:2587
34. Valiev M, Bylaska EJ, Govind N, Kowalski K, Straatsma TP, van Dam HJJ, Wang D,

Nieplocha J, Apra E, Windus TL, de Jong WA (2010) Comput Phys Commun 181:1477
35. Csaszar AG, Mills IM (1997) Spectrochim Acta A 53:1101
36. Czako G, Furtenbacher T, Csaszar AG, Szalay V (2004) Mol Phys 102:2411
37. Fortenberry RC, Huang X, Yachmenev A, Thiel W, Lee TJ (2013) Chem Phys Lett 574:1
38. Porter CE, Thomas RG (1956) Phys Rev 104:483

248 S. Rashev and D.C. Moule



39. Polik WF, Guyer DR, Miller WH, Moore CB (1990) J Chem Phys 92:3471
40. Berry MV, Tabor M (1977) Proc Roy Soc London Ser A 356:375
41. Wigner EP (1932) Phys Rev 40:749
42. Brody TA (1972) Nuovo Cimento Lett 7:482
43. Keshavamurthy S (2013) J Phys Chem A 117:8729

Theoretical Exploration of the Vibrational Structure … 249



Why is the “Donor-Acceptor” Stretching
a sine qua non in Understanding
the Vibrational Signatures of Ionic
Hydrogen Bonds?

Jake A. Tan and Jer-Lai Kuo

Abstract Vibrational coupling between O–O stretch and ionic hydrogen bond
(IHB) stretch were carefully examined for the following proton-bound Zundel dimers:
H5O2

+, (MeOH)2H
+, and (Me2O)2H

+. Two-dimensional vibrational calculations were
performed at MP2/aug-cc-pVDZ level using the method of discrete variable repre-
sentation (DVR). It was found that in bare Zundel dimers, the first overtone of O–O
stretch does not couple with IHB fundamental, ruling out the possibility of Fermi
resonance. Meanwhile, the O–O stretch combination tone with IHB stretch strongly
couples with the IHB fundamental, resulting in an observable combination band and a
red shifted intense band in comparison with the zero-order picture. Breaking the
inherent symmetry of these Zundel dimers by Ar tagging relaxes the selection rule
against Fermi resonance which is dramatically exhibited by ArH5O2

+. These results
demonstrate the critical role of the hydrogen bond “donor-acceptor” coordinate in
modulating the IHB stretch frequency and intensity distribution. Such rolewas found to
be sensitive to the presence of the messenger atom.
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1 Introduction

The smallest and ubiquitous cation that any chemist could think of is the proton
(H+). Compared with hydrogen (H), which is the smallest atom, a proton is more
than a thousand times smaller than the H’s radius [1, 2]. Such combination of small
radius and charge enables proton to possess a unique high charge density, causing
electron pairs of surrounding molecules to be distorted. In an environment com-
prised of polar molecules, a proton never exists in isolation and readily associates
with the neighboring molecule’s electronegative atoms [2]. For example, in aque-
ous media, H+ associates with water molecules to form H+(H2O)n clusters. The first
two smallest clusters are H3O

+ and H5O2
+. The former is termed as Eigen ion,

while the latter is called Zundel ion and is likely to be a structure that serves as
intermediate in proton transfer between two water molecules [3–5]. Furthermore,
Zundel ion is an example of a strong ionic hydrogen bond (IHB).

Prior to understanding the kinetics of proton transfer, a knowledge on the vibra-
tional regime is essential. It is possible to imagine that one of the vibrational modes
has a significant O–H+

–O stretching, strong oscillator strength, and corresponds to
proton transfer. Experimental measurements via direct absorption for such ionic
clusters are not well resolved due to low ion density in the ion trap chamber [6]. To
circumvent this limitation, Lee and co-workers [7, 8] pioneered amethodwhich relies
on dissociation as the consequence of photon absorption. These methods are known
as infrared multiple photon dissociation (IRMPD) and “messenger technique” action
spectroscopy.

In IRMPD, a high frequency mode is excited followed by a transfer of the
excitation energy to the background states via intramolecular vibrational relaxation
(IVR). Succeeding absorption of photon raises the energy of the cluster until it
reaches a cut off value where dissociation can occur [6]. A powerful laser is
required for this experiment to be successful. Meanwhile in “messenger technique”
action spectroscopy, noble gas atoms like Ar and Ne are typically used as tagging
agents [6, 8–11]. The dissociation of interest is along the van der Waals coordinate
between the cluster and messenger. Compared with IRMPD, the energy require-
ment for dissociation along the van der Waals coordinate is smaller. As a result,
messenger atoms can probe lower frequencies. Between the two techniques, uti-
lization of messenger atom usually produces sharper peaks than that of IRMPD.

The challenge in understanding the vibrational signatures of Zundel type IHB
clusters can be attributed to the following: (1) Strong anharmonic character of IHB
due to the proton’s large amplitude vibrations [12–18]. (2) Possible intermode cou-
pling between overtones and combination bands of low frequencymodes [14, 19–23],
and (3) Possible intermode coupling between fundamental bands [14–16, 24, 25].

As an illustration, considering Zundel H5O2
+, there has been a general con-

sensus that the IHB stretch vibrational signature is located around 1000 cm−1 [26–
28]. Examination of H5O2

+ shows that there is only one possible way for proton to
stretch, which intuitively leads to a single strong band around 1000 cm−1. How-
ever, measurements on NeH5O2

+ reveal an intense doublet instead of a singlet
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centered at the said frequency [9, 29]. The assigning of the doublet was found to be
so difficult that it made Bowman and co-workers [13] to construct a
full-dimensional potential at the CCSD(T)/aug-cc-pVTZ level of theory and basis,
which was eventually used by Meyer and co-workers [20–24] for their Multidi-
mensional Time Dependent Hartree (MCTDH) calculation to unmask the doublet’s
identity. The nature of the doublet is an example of the second complication above.
A dark vibrational background state which has characters of O–O stretch and water
wagging happened to be near the IHB fundamental [19, 21, 30]. Along with a small
energy mismatch and satisfying symmetry constraints, the dark background state
couples with the IHB band leading to an intensity distribution, which accounts for
the observed doublet.

In our previous work [25] on (MeOH)2H
+, we found that the triplet signature

[14, 31] centered around 1000 cm−1 is caused by strong intermode coupling
between IHB stretch and flanking group motions namely: out-of-phase C–O stretch
and out-of-phase in-plane Me- rock. Unlike H5O2

+, where coupling occurs between
IHB stretch and combination bands of low frequency modes, a different form of
coupling exists in (MeOH)2H

+. In particular, (MeOH)2H
+ exhibits the third com-

plication above, where IHB couples with other fundamental modes. Given these
facts, the question arises on how many degrees of freedom are needed to fully
describe the nature of IHB stretch?

Among the three challenges mentioned above, the first two are always
encountered in Zundel IHBs, while the third one is system dependent. One of the
low frequency modes universal among Zundel ions is the stretching along the
hydrogen bond “donor-acceptor” coordinate. In one of the reviews of Marx [32],
the one-dimensional double minimum potential, which is often used to describe
hydrogen bond mediated proton transfer, is scrutinized. The shape of the proton
transfer coordinate is greatly affected by the distance of the “donor-acceptor”
coordinate. For short distances, the potential curve is symmetrical and single well,
implying a very strong hydrogen bond. As the “donor-acceptor” coordinate elon-
gates at intermediate distances, the potential curve morphs to a low-barrier double
well. Further elongation leads to a high barrier double well. Such findings suggest
that at least two degrees of freedom are needed to qualitatively describe IHB stretch.

The variation in the potential experienced by the shared proton relative to the
“donor-acceptor” coordinate is consistent with our findings with Zundel type amine
dimers [33]. In these cases, the “donor-acceptor” coordinate is the N–N axis. By
varying the degrees of methylation from (NH3)2H

+ to (Me3N)2H
+, the equilibrium

N–N distance increases as a consequence of steric effects. A rigid scan along the
proton transfer coordinate reveals that the barrier increases with the degree of
methylation. In terms of the IHB vibrational signature, a counter-intuitive red shift
was observed from (NH3)2H

+ to (Me3N)2H
+. Furthermore, a two-dimensional

potential (IHB and N–N stretches) shows a transition from single well to double
well for the IHB coordinate as the N–N distance is varied. Overall the 2D potential
is a double well. In addition to this, N–N stretch has a unique ability to induce a red
shift on the IHB stretch [33].
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In this chapter, we report our investigations on another homologous series,
namely: H5O2

+, (MeOH)2H
+, and (Me2O)2H

+. This time we will examine the
origin of O–O stretch’s capability in inducing a red shift on IHB stretch; the reason
why the combination band of IHB stretch with O–O stretch is intense; and the
possible selection rules that allow overtone Fermi resonance and combination band
as a consequence of symmetry breaking by Ar tagging. Though our calculations in
this work are limited to two-dimensional cases, we hope that our insights will be
interesting for the reader. For higher level and higher dimensional treatments, the
reader is advised to check the references cited in this work.

2 Calculation Methods

2.1 Geometry Optimization and Harmonic Frequency
Calculations

Optimization for the geometry of the singlet ground electronic state of H5O2
+,

(MeOH)2H
+, and (Me2O)2H

+ were performed at MP2/aug-cc-pVDZ level using
Gaussian 09 [34, 35]. From the optimized structure, a relaxed scan along the
dihedral angle was performed. It was found out that there is only one stable con-
former for H5O2

+ and (Me2O)2H
+, while (MeOH)2H

+ has two conformers related
by a twist along the ∠HOOH dihedral angle. By virtue of Boltzmann distribution,
the ratio of the more stable conformer to the less stable at 68 K is 96:4. As a result,
we only considered the more stable conformer of (MeOH)2H

+ in this study.
A schematic of the optimized structures can be found in Fig. 1a–c. In all cases, the
proton lies at the midpoint of the O–O axis—a strong feature of Zundel IHBs [32].

Fig. 1 Schematic representations for the minimum structures of H5O2
+, (MeOH)2H

+,
(Me2O)2H

+, and their Ar tagged counterparts. The point groups of all bare and Ar tagged
structures are C2 and C1 respectively
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From the minimum structure, normal mode coordinates were obtained by
diagonalization of the Hessian matrix. This was done by running a frequency job in
Gaussian 09 [34], which yields harmonic frequencies. Normal modes correspond-
ing to O–O and IHB stretches were selected upon visualization of the frequency
calculation results. Lastly, similar calculations were performed for the Ar tagged
species: ArH5O2

+, Ar(MeOH)2H
+, and Ar(Me2O)2H

+ to investigate the possible
role of symmetry breaking. Their minimum structures are also shown in Fig. 1d–f.

2.2 Anharmonic Vibrational Calculations

The harmonic frequency calculations described in Sect. 2.1 lack two important
aspects. First, it did not account the anharmonic nature of O–O stretch and IHB
stretch. Second, it did not include any coupling terms. To account for the anhar-
monicity, we performed a one-dimensional (1D) anharmonic vibrational calculation
for each of these modes. We chose to use normal mode (NM) coordinates to
describe their vibration and will be called as NM1D. The 1D Hamiltonian operator
for O–O stretch and IHB stretch can be written as follows:

HNM1D
O−O =

−ℏ2

2μO−O

d2

dQ2
O−O

+ ∑
i
αiQi

O−O

HNM1D
IHB =

−ℏ2

2μIHB

d2

dQ2
IHB

+ ∑
j
βjQ

j
IHB

ð1Þ

Where ħ is the reduced Planck’s constant; Qi and μi are the displacement vector and
effective mass for the ith mode respectively. The summation terms in Eq. (1)
contains harmonic and anharmonic contributions for the potential energy.

To account for the intermode coupling between O–O stretch and IHB stretch, we
performed a two-dimensional (2D) anharmonic vibrational calculation. Similar with
NM1D, we cast the 2D Hamiltonian in NM coordinates and will be called as
NM2D. In the normal mode picture, the kinetic energy components are separable,
and the coupling terms are confined in the potential energy part. In this coordinate,
the 2D Hamiltonian operator can be easily constructed as follows:

HNM2D =
−ℏ2

2
1

μO−O

∂
2

∂Q2
O−O

+
1

μIHB

∂
2

∂Q2
IHB

� �
+VðQO−O,QIHBÞ ð2Þ

where V(QO–O, QIHB) refers to the 2D potential, which contains anharmonic con-
tributions for each mode as well as cross-terms in the potential.

The potential energy surface is constructed by scanning along the two NM
coordinates considered in this study, these are: O–O stretch (QO–O) and IHB stretch
(QIHB). The corresponding vibrational Schrödinger equations were solved using the
method of discrete variable representation (DVR), and harmonic oscillators were
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used as basis functions [36–39]. The implementation of our DVR code is described
elsewhere [40–43]. The DVR Hamiltonian was diagonalized via Davidson’s
algorithm [44]. Readers who are interested in the numerical aspects and further
details of DVR are advised to refer to the earlier works of Light as well as Colbert
and Miller [36–39]. For each degree of freedom, we used 7 DVR grids.

From the eigenvectors and eigenvalues, the transition intensities relative to the
ground vibrational state were calculated based on Fermi-Golden rule [45].

Afo =
πNA

3cεoℏ

� �
νfo ⟨Ψf μðR

⇀Þ
��� ���Ψo⟩

��� ���2 ð3Þ

Where Afo is the integrated absorption coefficient (S.I. km mol−1), NA is the
Avogadro’s constant; c is the speed of light; εo is the permittivity of free space; ħ is
the reduced Planck’s constant; Ψo and Ψf are the initial and final vibrational states;

μðR⇀Þ is the dipole moment surface in Debye; νfo is the Ψo → Ψf excitation energy
in cm−1. Substitution of the corresponding numerical values for the physical con-
stants results in the following prefactor, with Afo is in units of km mol−1.

Afo =2.50664νfo ⟨Ψf μðR!Þ
��� ���Ψo⟩

��� ���2 ð4Þ

The dipole moment surface was constructed in a similar manner to that of the
potential energy surface. Both surfaces were built by scanning along the NM
coordinates at MP2/aug-cc-pVDZ.

One might wonder about the indeterminacy of the dipole moment surface, μðR!Þ.
In particular, the dipole moment of a charge species is dependent on the choice of
the coordinate’s origin. However, despite of such indeterminacy, the corresponding

transition dipole moment ⟨Ψf μðR!Þ
��� ���Ψo⟩ is unique for charge species, a proof is

available in the supporting information.

2.3 Calculation of Hamiltonian Matrix Elements

The choice for a basis of representation is crucial in highlighting the extent of
interaction between vibrational states. A good representation should be able to
express the physics and chemistry of the Hamiltonian with the fewest basis func-
tions as possible. Since the goal is to understand the coupling between vibrational
states arising from O–O and IHB stretches, we decided to pick the direct products
of their NM1D vibrational states and use it as a representation basis for the NM2D
Hamiltonian.

For clarity, we will use HNM1D
O−O , HNM1D

IHB and HNM2D as operator notations. Their
corresponding matrix representation in DVR basis will be HNM1D

O−O , HNM1D
IHB and
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HNM2D. Their respective DVR basis will be denoted as ϕO−O
�� ⟩

� �
, ϕIHB

�� ⟩
� �

and
ϕ2D
�� ⟩

� �
. The latter DVR basis is related from the first two by a direct product

ϕO−O
�� ⟩⊗ ϕIHB

�� ⟩.
Furthermore, we define |nO–O> and |nIHB> to be the NM1D eigenvectors for

QO–O and QIHB respectively. These eigenvectors are solutions of Eq. (1) obtained
via DVR method, that is,

HNM1D
O−O nO−Oj ⟩= εnO−O nO−Oj ⟩

HNM1D
IHB nIHBj ⟩= εnIHB nIHBj ⟩

ð5Þ

The direct product of |nO–O> and |nIHB> is a 2D eigenvector, which corresponds
to a case of two anharmonically corrected 1D eigenvectors that do not couple with
each other. With such attribute, we will term these direct products as “pure states”
and is defined in Eq. (6). A set containing all possible direct products of |nO–O> and
|nIHB> is equal to the set of “pure state” basis, Eq. (7).

nO−O, nIHBj ⟩= nO−Oj ⟩⊗ nIHBj ⟩ ð6Þ

χPureState
�� ⟩

� �
= nO−O, nIHBj ⟩= nO−Oj ⟩⊗ nIHBj ⟩f g ð7Þ

Since |nO–O> and |nIHB> are represented in ϕO−O
�� ⟩

� �
and ϕIHB

�� ⟩
� �

, the cor-
responding “pure states” is also represented in the same DVR basis for HNM2D,

ϕ2D
�� ⟩

� �
. Moreover, the components of χPureStatep

��� ⟩ corresponds to the projections of

⟨ϕ2D
k

�� in χPureStatep

��� ⟩ as shown in Eq. (8), relating the DVR basis to the “pure state”

basis.

χPureStatep

��� ⟩= ∑
k

ϕ2D
k

�� ⟩⟨ϕ2D
k

��� χPureStatep ⟩= ∑
k

ϕ2D
k

�� ⟩Ωkp ð8Þ

Where we defined Ωkp = ⟨ϕ2D
k

��� χPureStatep ⟩. Its corresponding matrix Ω is a unitary

matrix and will be briefly proven below:

⟨χPureStatep

��� ϕ2D
k ⟩= ⟨ϕ2D

k

��� χPureStatep ⟩* =Ω*
kp =Ω†pk ð9Þ

δij = ⟨ϕ2D
i ϕ2D

j

��� ⟩= ∑
p
⟨ϕ2D

i χPureStatep

��� ⟩⟨χPureStatep ϕ2D
j

��� ⟩= ∑
p
ΩipΩ†pj ð10Þ

Hence,

1=ΩΩ† ð11Þ

Where 1 is a unit matrix.
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From here, we can perform a change of basis from DVR basis to “pure state”
basis. Let HNM2D and HPureState be the 2D Hamiltonian matrix in DVR and pure
state basis respectively. The relationship between HNM2D and HPureState can be
derived as follows:

HPureState
pq = ⟨χPureStatep HNM2D

�� ��χPureStateq ⟩

= ∑
ij
⟨χPureStatep

��� ϕ2D
i ⟩⟨ϕ2D

i HNM2D
�� ��ϕ2D

j ⟩⟨ϕ2D
j

��� χPureStateq ⟩∑
ij
Ω†piH

NM2D
ij Ωjq

ð12Þ

Hence, HNM2D and HPureState are related by the following unitary transformation.

HPureState =Ω†HNM2DΩ ð13Þ

3 Results and Discussion

The rest of the chapter is organized as follows: In Sect. 3.1, a short discussion on
the structural aspects characterizing IHB at equilibrium is presented. Meanwhile,
the origin of O–O stretch’s capability in modulating the IHB stretch frequency is
explained in Sect. 3.2. Lastly, the consequences of symmetry breaking which
relaxes the coupling schemes explored in Sect. 3.2 is examined in Sect. 3.3.

3.1 Structural Aspects from ab initio Calculations

In cases where the hydrogen bond is very strong, the proton is likely to be located
at the midpoint of the “donor-acceptor” coordinate [32]. Comparing with
the neutral counterparts, IHBs could be at least six times stronger in the gas phase
[46]. With such information, we predict that the shared proton will be at the
midpoint of the O–O axis and this was confirmed by our optimizations at
MP2/aug-cc-pVDZ. A schematic of the minimum structures is found in Fig. 1a–c.

Furthermore, we also probe the effect of Ar tagging on the IHB’s equilibrium
structure. In the earlier work of Hammer and co-workers [9], an investigation on the
binding site for Ar and Ne was reported for H5O2

+ at MP2/aug-cc-pVDZ. The Ar
atom favorably binds on the free OH moieties over the shared proton. This behavior
is consistent with our optimization for ArH5O2

+ and Ar(MeOH)2H
+, as shown in

Fig. 1d–f. Meanwhile, for (Me2O)2H
+ there are no free OH. The Ar atom was

found to attach on top of an oxygen atom, Fig. 1f. Table 1 shows the effect of Ar
tagging on the O–H+ distances. Across all the species, it is evident that messenger
tagging induces symmetry breaking not only on the point group level but also on
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the O–H+
–O structure. In all bare Zundel structures, the point group is C2, and the

corresponding single Ar-tagged is C1.

3.2 Which State Couples with IHB Stretch O–O Overtone
or Combination Bands?

In order to assess the effects of anharmonicity and intermode coupling, we calculate
the vibrational frequencies and intensities at harmonic, normal mode
one-dimensional (NM1D), and normal mode two-dimensional (NM2D) treatments.
The results are shown in Table 2. Harmonic vibrational frequencies and intensities
were obtained from the output file of a Gaussian 09 frequency job.

Meanwhile, vibrational frequencies and intensities for NM1D and NM2D were
obtained by solving Eqs. (1) and (2) by DVR approach and evaluation of integrated
absorption coefficients by Fermi’s Golden rule Eq. (4). Comparison between har-
monic and NM1D for O–O fundamental stretch reveal its nearly harmonic behavior.
It was found to be consistent across all bare cases. Meanwhile, a significant blue
shift (>250 cm−1) is observed for IHB fundamental stretch from harmonic to
NM1D, revealing the importance of higher even order terms in the potential. Lastly,
overtones and combination bands under harmonic treatments have zero intensity by
virtue of the selection rules [45].

Focusing our attention on NM2D, it is evident that the IHB fundamental is red
shifted relative to NM1D, Table 2. Across the homologous series, the extent of red
shift decreases from H5O2

+ to (Me2O)2H
+. The 2D potential energy surfaces and

wave functions for O–O and IHB fundamental stretch is shown in Fig. 2. These
potential surfaces were constructed by scanning along normal mode displacements
in real space as described in reference [33].

In addition, the first overtone of O–O stretch is a dark state while its combination
band with IHB stretch is a bright state. Since the combination band’s intensity must
have come from the IHB fundamental, then it follows that IHB stretch couples with
the combination band, while the overtone does not.

Table 1 Structural parameter of the O–H+
–H moiety for H5O2

+, (MeOH)2H
+, (Me2O)2H

+, and
their Ar-tagged counterparts. These parameters are obtained from MP2/aug-cc-pVDZ level

Oa–H (Å) Ob–H (Å) O–O (Å) ∠Oa–H
+
–Ob (°)

H5O2
+ 1.202 1.202 2.399 173.22

ArH5O2
+ 1.121 1.299 2.416 173.43

(MeOH)2H
+ 1.201 1.201 2.394 170.95

Ar(MeOH)2H
+ 1.129 1.286 2.407 170.94

(Me2O)2H
+ 1.199 1.199 2.397 175.15

Ar(Me2O)2H
+ 1.202 1.197 2.396 175.19

Note Oa refers to oxygen of the molecule where Ar messenger is attached
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To further understand this behavior, we performed a change of basis from DVR
to pure state on the vibrational Hamiltonian. The corresponding matrix elements are
shown in Table 3 for H5O2

+ and Tables S1–S2 of the supporting information for
(MeOH)2H

+ and (Me2O)2H
+ respectively. Across all three Zundel ions, it is con-

sistent that pure states corresponding to O–O stretch with IHB stretch in its ground
state, |nO–O, 0> couples with themselves as shown in the upper leftmost block
diagonal in Tables 3, S1 and S2. In other words, {|nO–O, 0>} forms a single block.
Meanwhile, states corresponding to IHB fundamental and its combination with O–
O stretch (i.e. {|nO–O, 1>}) do form a separate block from {|nO–O, 0>} and hence do
not couple with each other. The < 0, 1|H|1, 1> is nonzero so |0, 1> and |1, 1> do
couple, while < 0, 1|H|2, 0> is zero so |0, 1> and |2, 0> do not couple. Hence,
Fermi resonance between |0, 1> and |2, 0> is forbidden.

A simplified vibrational state interaction diagram involving: |0, 1> , |1, 1>, and |2,
1> is shown in Fig. 3. The origin of the red shift corresponding to the IHB stretch
from NM1D to NM2D together with the intensities of the combination band is
explained using a two-state system, Fig. 3a. Both IHB stretch fundamental, |0,
1> and combination band, |1, 1> couple to form two new states: | +> and | −>.
Each of these new states has substantial |0, 1> character causing transitions from the

Table 2 Selected vibrational frequencies (cm−1) and intensities (km mol−1) calculated via
harmonic approximation, normal mode one-dimensional (NM1D), and normal mode
two-dimensional (NM2D) for bare Zundels

H5O2
+

Harmonic approx. NM1D NM2D
Frequency Intensity Frequency Intensity Frequency Intensity

νO–O 607 0.3 605 0.3 581 0.3
2νO–O 1214 0.0 1208 0.0 1155 0.0
νIHB 808 2981.5 1251 2700.8 1064 2329.3
νO–O +νIHB 1415 0.0 – – 1601 323.7
(MeOH)2H

+

Harmonic approx. NM1D NM2D
Frequency Intensity Frequency Intensity Frequency Intensity

νO–O 577 2.4 578 2.4 565 2.4
2νO–O 1154 0.0 1156 0.0 1127 0.0
νIHB 702 2502.8 1048 2351.5 930 2137.0
νO–O +νIHB 1279 0.0 – – 1473 190.0
(Me2O)2H

+

Harmonic approx. NM1D NM2D
Frequency Intensity Frequency Intensity Frequency Intensity

νO–O 544 1.5 545 1.5 536 1.5
2νO–O 1088 0.0 1089 0.0 1071 0.0
νIHB 737 3011.1 1064 2823.9 979 2610.1
νO–O +νIHB 1281 0.0 – – 1500 187.7

260 J.A. Tan and J.-L. Kuo



ground vibrational state to |+> and |−> states to manifest intensity. Between the two
coupled states, |+> has more |0, 1> character while |−> is dominated by |1, 1> .
This manner of mixing allows us to assign |+> state as the “IHB stretch” and the |
−> state as the “combination band”. Since |+> is red shifted relative to |0, 1> , the
two-state model is able to capture the red shifting of IHB stretch from NM1D to
NM2D in Table 2.

Fig. 2 Two-dimensional (2D) potential energy surface and wave functions for the O–O (top row)
and IHB (bottom row) stretch fundamentals for the bare Zundels. The colored contours refer to the
2D potential, with the color bars expressed in Hartree units. The white contours refer to the
vibrational wave functions. The potential was constructed by scanning along normal mode
displacements in real space as described in reference [33]

Table 3 Hamiltonian matrix elements (cm−1) in pure state basis |nO–O,nIHB> for H5O2
+

H |0, 0> |1, 0> |2, 0> |0, 1> |1, 1> |2, 1> |0, 2> |1, 2> |2, 2>

<0, 0| 0 130 23 0 0 0 3 178 31
<1, 0| 130 610 182 0 0 0 178 10 250
<2, 0| 23 182 1218 0 0 0 31 250 16
<0, 1| 0 0 0 1254 340 59 0 0 0
<1, 1| 0 0 0 340 1872 476 0 0 0
<2, 1| 0 0 0 59 476 2488 0 0 0
<0, 2| 3 178 31 0 0 0 2912 427 73
<1, 2| 178 10 250 0 0 0 427 3531 599
<2, 2| 31 250 16 0 0 0 73 599 4149
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By looking at the matrix elements in Tables 3, S1 and S2, the |1, 1> and |2,
1> combination couples strongly. This interaction is not captured by the simple
two-state model mentioned above. Instead a more realistic picture can be found in
Fig. 3b where the |2, 1> state mixes with |1, 1> .

One might wonder about the origin of such block matrices in Tables 3, S1, and
S2. In order to further understand the results, the 2D vibrational Hamiltonian in
Eq. (2) can be partitioned into three terms: (1) Anharmonically corrected 1D
Hamiltonian for O–O stretch, HNM1D

O−O ; (2) Anharmonically corrected 1D Hamilto-
nian for IHB stretch, HNM1D

IHB and (3) Cross-terms in the potential part, ΔV .

HNM2D =HNM1D
O−O +HNM1D

IHB +ΔV ð14Þ

ΔV = ∑
i≠ 0, j≠ 0

ai, jQ i
O−O Qj

IHB ð15Þ

It is easy to show that for two pure states |n′O–O, n′IHB> and |nO–O, nIHB> , the
corresponding contribution of the first two Hamiltonian terms in Eq. (14) can be
expressed as follows:

⟨n′O−O, n
′
IHB HNM1D

O−O

�� ��nO−O, nIHB⟩= εnO−O
O−O δn′O−O, nO−O

δn′IHB, nIHB ð16Þ

⟨n′O−O, n
′
IHB HNM1D

IHB

�� ��nO−O, nIHB⟩= εnIHBIHB δn′O−O, nO−O
, δn′IHB, nIHB ð17Þ

These two equations imply that both HNM1D
O−O and HNM1D

IHB do not contribute to the
off-diagonal terms of the Hamiltonian matrix in pure state basis. It is only along the
main diagonal that the above terms will have a nonzero contribution. On the other
hand, the contributions of ΔV , ⟨n′O−O, n

′
IHB ΔVj jnO−O, nIHB⟩ can be simplified if we

Fig. 3 A vibrational state interaction diagram which accounts for the observed red shift of IHB
stretch from NM1D to NM2D via a) oversimplified two-state system and b) a more realistic model
which accounts the interaction between |1, 1> and |2, 1>. The interaction between |0, 1> and |1,
1> leads to two coupled states |+> and |−>, which both contains substantial |0, 1> character. This
accounts for the observed intensity of the combination band |1, 1>
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expanded ΔV as a group of odd and even terms relative to QO−O and QIHB we can
write:

ΔV = ∑
odd

i
∑
odd

j
ai, jQi

O−OQ
j
IHB + ∑

even

i
∑
odd

j
ai, jQi

O−OQ
j
IHB

+ ∑
odd

i
∑
even

j
ai, jQi

O−OQ
j
IHB + ∑

even

i
∑
even

j
ai, jQi

O−OQ
j
IHB

ð18Þ

Since the 2D potential is even with respect to QIHB, that is ΔV(QO–O, QIHB) =
V(QO–O, −QIHB) (see Fig. 2) then it follows that all coefficients involving odd
powers of QIHB will vanish. Therefore, the first two terms will be zero. With these
simplifications, the cross-terms contribution to the matrix elements can be written
as:

⟨n′O−O, n
′
IHB ΔVj jnO−O, nIHB⟩= ∑

odd

i
∑
even

j
ai, j⟨n′O−O Qi

O−O

�� ��nO−O⟩⟨n′IHB Q j
IHB

�� ��nIHB⟩
+ ∑

even

i
∑
even

j
ai, j⟨n′O−O Qi

O−O

�� ��nO−O⟩⟨n′IHB Q j
IHB

�� ��nIHB⟩
ð19Þ

At this point, mere evaluation of the integrals relative to dQO–O and dQIHB is not
trivial to be deciphered unless we naïvely think in terms of group theory. We
assume that the anharmonically corrected eigenvectors have the same symmetry as
their harmonic counterparts. Then, it is possible to tentatively assign the following
Mulliken labels.

ΓQi
O−O

=A ∀i∈ℤ+ ∪ 0f g ΓQ j
IHB

=
A if j is even
B if j is odd

	
ð20Þ

Γ nO−Oj ⟩ =A ∀nO−O ∈ℤ+ ∪ 0f g Γ nIHBj ⟩ =
A if nIHB is even
B if nIHB is odd

	
ð21Þ

By means of the method of vanishing integrals [45] it follows that < n′O–O|Q
i
O–

O|nO–O> will not vanish as the corresponding direct product will always correspond
to a totally symmetric representation A. Meanwhile, the integral < n′IHB|Q

j
IHB|

nIHB> will vanish when |nIHB> and |n′IHB> belong to different irreducible repre-
sentations as Qj

IHB will always belong to a totally symmetric representation A for
even values of j. This simple line of thinking enables us to understand why the set
{|nO–O, nIHB>} couples with each other provided that they have the same quantum
number along IHB. Two sets of block matrices: {|nO–O, nIHB>} and {|nO–O,
nIHB±1>} do not couple with each other while {|nO–O, nIHB>} and {|nO–O,
nIHB±2>} do couple with each other.
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Alternatively, we can evaluate a few integrals and inspect the trend. We decided
to look at a few contributing integrals for H5O2

+, which are compiled in Table 4.
Similar behavior was also found for (MeOH)2

+ and (Me2O)2H
+. As can be seen in

the entries of Table 4, the blocks of zeroes in Tables 3, S1, and S2 are from < 1|
Qj

IHB|0>, and <2|Qj
IHB |1> which is zero across j = 2 to 10. Such behavior is

consistent with the simple group theoretical picture discussed above.

3.3 Consequences of Symmetry Breaking: Fermi Resonance

In most experimental conditions, the vibrational spectra of proton bound Zundel
dimers are measured with messenger tagging. In Sect. 3.2 we examined the causality
of the red shift in IHB stretch upon inclusion of the O–O stretch. An explanation was
also offered for the IHB intensities being shared on the combination band and not on
the O–O stretch overtone. These two results are consequences of the bare Zundel’s
symmetry on the vibrational wave functions and normal modes. In this section, we
will break the above C2 symmetry by tagging Ar and will examine the effects of such
symmetry breaking on the predicted spectral features.

As mentioned earlier, tagging Ar atom changes the point group from C2 to C1.
Such descending on the molecular symmetry results to changing all B labelled
vibrational normal modes to A and would certainly have an effect on the potential
energy curve’s topology. In order to have a clear picture on how the tagging distorts
the potential surface, we performed similar NM2D vibrational calculations that are
shown in Fig. 4. Comparison with the corresponding 2D potential of their bare

Table 4 Selected terms for <n′O–O|Q
i
O–O|nO–O> and <n′IHB|Q

j
IHB|nIHB> taken form H5O2

+. The
numbers are expressed in atomic units

<n′O–O|Q
i
O–O|nO–O> Qi

O–O

QO–O Q2
O–O Q3

O–O Q4
O–O Q5

O–O

<0|Qi
O–O|0> 0.012 0.022 0.001 0.001 0.000

<1|Qi
O–O|0> −0.147 −0.006 −0.010 −0.001 −0.001

<2|Qi
O–O|0> −0.006 0.031 0.002 0.004 0.001

<3|Qi
O–O|0> 0.000 0.003 −0.008 −0.001 −0.002

<4|Qi
O–O|0> 0.000 0.000 −0.001 0.002 0.000

<5|Qi
O–O|0> 0.000 0.000 0.000 0.000 0.001

<n′IHB|Q
j
IHB|nIHB> Qj

IHB

Q2
IHB Q4

IHB Q6
IHB Q8

IHB Q10
IHB

<0|Qj
IHB |0> 0.044 0.005 0.001 0.000 0.000

<1|Qj
IHB |0> 0.000 0.000 0.000 0.000 0.000

<2|Qj
IHB |0> 0.056 0.011 0.003 0.001 0.000

<3|Qj
IHB |0> 0.000 0.000 0.000 0.000 0.000

<2|Qj
IHB |1> 0.000 0.000 0.000 0.000 0.000
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counterparts in Fig. 2 shows that both ArH5O2
+ experienced a more dramatic

change in the potential in comparison with Ar(Me2O)2H
+. Such observation can be

rationalized on the binding sites of Argon, which is at the O–H moieties for H5O2
+;

while for (Me2O)2H
+, Ar binds on top of the oxygen atom.

Meanwhile, in terms of the spectroscopic aspects, the main effect of perturbing
the potential’s topology via Ar tagging is to relax the symmetry constraints from the
previous section. The results of our NM2D calculations are shown in Table 5. One
obvious effect of symmetry breaking in Zundel dimer is relaxing the constraints
against Fermi resonance between O–O stretch overtone and IHB stretch. The most
obvious case is that of ArH5O2

+ where O–O stretch overtone is more intense than
the fundamental. The 2D wave functions for the IHB O–O stretch overtone, IHB
stretch, and their combination bands are presented in Fig. 5.

The Fermi resonance for Ar(Me2O)2H
+ is weaker than ArH5O2

+. The reason for
such observation is that, Ar tagging in (Me2O)2H

+ does not significantly perturb the
topology of the potential surface as can be seen in Fig. 5 (right column). Fur-
thermore, comparison between Ar(Me2O)2H

+ and (Me2O)2H
+ reveals minor dif-

ferences (≤ 2 cm−1) at the peak positions. Although such perturbations are too
small, nevertheless, it lifted the symmetry constraints for Fermi resonance by
allowing Ar(Me2O)2H

+ to exhibit a very weak overtone.

Fig. 4 Two-dimensional (2D) potential energy surface and wave functions for the O–O and IHB
stretch fundamentals a–b for Ar(H5O2)

+ and c–d for Ar(Me2O)2H
+. The colored contours refer to

the 2D potential, with the color bars expressed in Hartree units. The white contours refer to the
vibrational wave functions. The potential was constructed by scanning along normal mode
displacements in real space as described in reference [33]

Table 5 Selected vibrational frequencies (cm−1) and intensities (km mol−1) calculated
two-dimensional normal mode (NM2D) for ArH5O2

+, Ar(MeOH)2H
+, and Ar(Me2O)2H

+

NM2D

ArH5O2
+ Ar(MeOH)2H

+ Ar(Me2O)2H
+

Frequency Intensity Frequency Intensity Frequency Intensity

νO–O 547 105.4 551 177.1 536 1.7
2νO–O 1131 149.1 1167 1.2 1071 0.4
νIHB 1254 1797.5 933.5 681.1 977 2487.2

νO–O +νIHB 1850 37.5 1502 1.0 1499 177.1
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In order to see the effect of symmetry breaking on the coupling, the Hamiltonian
matrix represented in pure state basis for Ar tagged Zundel dimers are tabulated in
Table 6 and S3 for ArH5O2

+ and Ar(Me2O)2H
+. Compared with the Hamiltonian

matrix of their bare counterparts in Table 3, S1 and S2, it is obvious that the
symmetry breaking allows the coupling between {|nO–O, nIHB>} and
{|nO–O, nIHB + 1>}.

Fig. 5 Two-dimensional potential energy surface and wave functions for the O–O stretch
overtone (left), IHB stretch fundamental (middle), and combination band (right) of ArH5O2

+. The
colored contours refer to the 2D potential, with the color bars expressed in Hartree units. The
white contours refer to the vibrational wave functions. The potential was constructed by scanning
along normal mode displacements in real space as described in reference [33]

Table 6 Hamiltonian matrix elements (cm−1) in pure state basis |nO–O,nIHB> for ArH5O2
+

H |0, 0> |1, 0> |2, 0> |0, 1> |1, 1> |2, 1> |0, 2> |1, 2> |2, 2>

<0, 0| 0 7 39 −40 80 −58 −27 29 −38
<1, 0| 7 568 −3 80 −113 126 29 −77 47
<2, 0| 39 −3 1187 −58 126 −183 −38 47 −121
<0, 1| −40 80 −58 1277 −83 125 81 −262 121
<1, 1| 80 −113 126 −83 1955 −147 −262 231 −384
<2, 1| −58 126 −183 125 −147 2676 121 −384 371
<0, 2| −27 29 −38 81 −262 121 2740 −248 202
<1, 2| 29 −77 47 −262 231 −384 −248 3512 −384
<2, 2| −38 47 −121 121 −384 371 202 −384 4319
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4 Conclusions

In this chapter, the rules of quantum theory governing the coupling between IHB
stretch and O–O stretch were explored. For bare Zundel cases, the overtone of O–O
stretch will not couple with the IHB stretch, ruling out the possibility of Fermi
resonance. However, the combination band of O–O stretch with IHB stretch effi-
ciently borrows intensity from the IHB fundamental stretch. The above selection
rules are consequences of the symmetry of the vibrational wave functions and
normal mode displacements. By means of Ar tagging, the molecular symmetry of
the bare Zundel descends from C2 to C1, thereby relaxing the selection rules for
Fermi resonance. Going back to the question why the hydrogen bond
“donor-acceptor” coordinate is a sine qua non in understanding the vibrational
signatures of ionic hydrogen bond? We offer the following answers: (1) The “donor
acceptor” coordinate has the capability of inducing a red shift on the IHB stretch.
This effect can be critical in predicting accurate peak positions. (2) IHB stretch
couples strongly with its combination band with O–O stretch. Such interaction
causes the combination band to possess appreciable intensity, making it observable
in experimental measurements. Lastly, these interactions are found to be sensitive
with the environment of the cluster as in the case of messenger tagging.
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Abstract The formalism of the relativistic many-body perturbation theory with an
optimized zeroth approximation is applied to computing the energies and hyperfine
structure constants for some heavy Li-like multicharged ions and alkali (caesium)
atoms. The exchange-correlation, nuclear and radiative corrections are correctly and
effectively taken into account. The modified Uehling-Serber approximation is used
to take into account for the Lamb shift polarization part. In order to take into
account the contribution of the Lamb shift self-energy part we have used the
generalized non-perturbative procedure, developed by Ivanov-Ivanova et al. The
energies and oscillator strengths of radiation transition in spectra of some Li-like
ions (Z = 20 – 70) and Cs are computed on the basis of the combined relativistic
energy approach (S-matrix formalism) and relativistic many-body perturbation
theory. The data on oscillator strengths of radiative transitions from the ground state
to the low-excited and Rydberg states 2s1/2 – np1/2,3/2, np1/2,3/2-nd3/2,5/2 (n = 2 – 12)
in the Li-like ions are presented. Some results are obtained at first. It is performed
an analysis of the computed oscillator strength values with available theoretical and
experimental results.
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1 Introduction

It is well known that studying the spectroscopic and radiation characteristics,
including the spectral lines hyperfine structure, for heavy elements and multi-
charged ions is of a great interest for the further development as atomic and nuclear
theories and spectroscopy of multicharged ions (see, for example, Refs. [1–18]).
Besides, the corresponding data on the spectroscopic and structural properties of the
heavy neutral and highly ionized atoms are of a great importance for many fields of
a modern atomic physics, plasma physics and chemistry, astrophysics, laser phy-
sics, quantum electronics and so on. The precise determination of the hyperfine
structure constants allows to refine available data on nuclear magnetic moments of
different elements (isotopes). At last, precise computing these constants for the
neutral and highly ionized atoms is very important from the viewpoint of check as
consistency of theoretical description of the nuclear effects and other as an accuracy
of the various atomic computational codes.

The traditional and widespread methods to computing spectral and radiation
characteristics of multi-electron systems with a large nuclear charge are provided by
the multi-configuration relativistic Hartree-Fock (RHF) and Dirac-Fock (DF) ap-
proaches (see, for example, Refs. [3–5, 8–18]). At present time there are actively
used three very general and important computer systems for relativistic and QED
calculations of atomic and molecular properties developed in the Oxford and
German-Russian groups etc. (“GRASP”, “Dirac”; “BERTHA”, “QED”, “Dirac”).
From the QED viewpoint the useful overview of the relativistic electronic structure
theory is presented in Refs. [1–12].

In the present chapter we briefly present the key aspects of the relativistic
many-body perturbation theory (PT) formalism with an optimized zeroth approxi-
mation and results of its application to computing the energies and hyperfine
structure constants for some heavy Li-like ions and atoms. The main
exchange-correlation, nuclear and radiative corrections are correctly taken into
account [1, 12–14]. The contribution of the magnetic inter-electron interaction is
considered in the lowest order on α2 (α is the fine structure constant) parameter. The
modified Uehling-Serber approximation is used to take into account for the Lamb
shift polarization part. In order to take into account the contribution of the Lamb
shift self-energy part we have used the generalized non-perturbative scheme by
Ivanov-Ivanova et al. The oscillator strengths of radiation transition in spectra of
some Li-like ions (Z = 20 – 70) and Cs are computed on the basis of the combined
relativistic energy approach [1, 10] and relativistic many-body PT with the
zeroth optimized one-particle approximation. The data on oscillator strengths of
radiative transitions from the ground state to the low-excited and Rydberg states
2s1/2 – np1/2,3/2, np1/2,3/2-nd3/2,5/2 (n = 2 − 12) in the Li-like ions are presented.
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2 Relativistic Method to Computing Hyperfine Structure
Parameters of Atoms and Multicharged Ions

Here we present a brief description of the key moments of our approach (more
details can be found in Refs. [1, 11–14]). The relativistic electron wave functions
are determined from solution of the relativistic Dirac equation with a general
potential. The latter includes ab initio mean-field potential, electric, polarization
potentials of a nucleus.

Let us consider in details more simple case of the Li-like ion. The charge
distribution in the Li-like ion nucleus ρ(r) can be described by the Gaussian
function:

ρ rjRð Þ= 4γ3 2̸ ̸
ffiffiffi
π

p� �
exp − γr2

� � ð1aÞ

(here γ = 4/πR2 and R is the effective nucleus radius) or by the Fermi function:

ρðrÞ= ρ0 f̸1+ exp½ðr− cÞ a̸Þ�g, ð1bÞ

where the parameter a = 0.523 fm, the parameter c is chosen by such a way that it
is true the following condition for average-squared radius:

< r2 > 1 2̸ = ð0.836 ⋅A1 3̸ + 0.5700Þfm. ð1cÞ

Further one should use the formulas for the finite size nuclear potential and its
derivatives on the nuclear radius. The Coulomb potential for the spherically sym-
metric density ρ rjRð Þ is:

Vnucl rjRð Þ= − 1 r̸ðð Þ
Zr

0

dr
0
r
02ρ r

0 ��R� �
+

Z∞

r

dr
0
r
0
ρ r

0 ��R� �
ð2Þ

Within the differential equations method by Ivanov-Ivanova et al. it is deter-
mined by the system of differential equations with the corresponding boundary
conditions, which are in details presented in Refs. [1, 12].

For definiteness let us further to consider the DF type equations for a
three-electron system 1 s2nlj, which formally fall into the one-electron relativistic
Dirac equations for the orbitals 1s and nlj with the potential:

V rð Þ=2V rj1sð Þ+V rjnljð Þ+Vex rð Þ+V rjRð Þ ð3Þ

It is important to note that the potential (3) includes the electrical and the
polarization potentials of a nucleus and the standard Hartree potential and the
potential.
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Vex of the exchange inter-electron interaction too. The main exchange effect is
accounted for if in the equation for the valent electron orbital we assume

V rð Þ=V rjcoreð Þ+V rjnljð Þ ð4Þ

and in the equation for the nlj orbital:

V rð Þ=2V b, rjcoreð Þ, ð5Þ

where b is the optimization parameter (see below). The rest of the exchange and
correlation effects are considered in the first two orders of the PT by the total
inter-electron interaction [9–12].

To take into account the important (for heavy atomic systems) radiative QED
corrections one should use the procedure, which is in details described in the Refs.
[1, 11–14]. An effect of the vacuum polarization effect is usually taken into account
in the first PT theory order by means of the Uehling-Serber approximation. In
particular, the Uehling potential can be written as follows:

U rð Þ= −
2α
3πr

Z∞

1

dt exp − 2rt α̸Zð Þ 1+ 1 2̸t2
� � ffiffiffiffiffiffiffiffiffiffiffi

t2 − 1
p

t2
≡ −

2α
3πr

C gð Þ, ð6Þ

where g = r/(αZ). More correct and consistent approach is presented in Ref. [1].
The Uehling potential, determined as a quadrature (6), may be approximated with
high precision by a simple analytical function. The use of new approximation of the
Uehling potential permits one to decrease the calculation errors for this term down
to 0.5–1%. A method for calculation of the self-energy part of the Lamb shift is
based on an idea by Ivanov-Ivanova (see Ref. [9]). In an atomic system the radiative
shift and the relativistic part of energy are, in principle, defined by one and the same
physical field. One could suppose that there exists some universal function that
connects the self-energy correction and the relativistic energy. The self-energy
correction for the states of a hydrogen-like ion was presented by Mohr [7]:

ESE HjZ, nljð Þ=0.027148
Z4

n3
F HjZ, nljð Þ ð7Þ

These results are modified here for the states 1 s2 nlj of Li-like ions. It is
supposed that for any ion with nlj electron over the core of closed shells the sought
value may be presented in the form:

ESE Z, nljð Þ=0.027148
ξ4

n3
f ξ, nljð Þ cm− 1� � ð8Þ

where parameter ξ = (ER)
1/4, ER is the relativistic part of the bounding energy of the

outer electron; the universal function f ξ, nljð Þ does not depend on the composition
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of the closed shells and the actual potential of the nucleus. The general computa-
tional scheme in a case of Li-like ions with a finite nucleus consists of a few steps:
(i) computing the values ER and ξ for the states nlj of H-like ions with the point
nucleus; (ii) construction of an approximating function f ξ, nljð Þ by the found ref-
erence Z and the appropriate F HjZ, nljð Þ; (iii) computing ER and ξ for the states nlj
of Li-like ions with a finite nucleus; (iv) computing value of ESE for the sought
states by the formula (8). The energies of the states of Li-like ions were calculated
twice: with a conventional constant of the fine structure α = 1/137.03597 and with
α̃= α 1̸000. A detailed evaluation of the computational accuracy may be made only
after a complete calculation of En

SE Li Z, nljð Þ. It may be stated that the above
extrapolation method is more justified than using the widely spread expansions by
the parameter αZ.

In order to describe the hyperfine structure of atomic system let us remind that
the energies of electric quadruple and magnetic dipole interactions are defined by a
standard way with the hyperfine structure constants, usually expressed through the
standard radial integrals:

A= f½ 4, 32587ð Þ10− 4Z2χgI � ̸ð4χ2 − 1Þg RAð Þ− 2, ð9aÞ

B= f7.2878 10− 7Z3Q ̸½ð4χ2 − 1ÞI I − 1ð Þg RAð Þ− 3, ð9bÞ

Here gI is the Lande factor, Q is a quadruple momentum of nucleus (in Barn);
(RA)-2, (RA)-3 are the radial integrals usually defined as follows:

ðRAÞ− 2 =
Z∞

0

drr2FðrÞGðrÞUð1 ̸r2,RÞ, ð10aÞ

ðRAÞ− 3 =
Z∞

0

drr2½F2ðrÞ+G2ðrÞ�Uð1 ̸r3,RÞ. ð10bÞ

The radial parts F and G of the Dirac two components function for electron,
which moves in the potential V(r, R) + U(r, R), are determined by solution of the
Dirac equations. To define the hyperfine interaction potentials U(1/rn, R), we use
the method by Ivanov et al. [9]. Other details can be found in [1, 11–14].

3 Relativistic Energy Approach to Computing Oscillator
Strengths for Multicharged Ions

Let us remind that an initial general energy formalism combined with an empirical
model potential method in a theory of atoms and multicharged ions has been
developed by Ivanov-Ivanova et al. [9], further more general ab initio
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gauge-invariant relativistic approach has been presented by Glushkov-Ivanov [10].
We use the optimized version of this formalism which is presented in [1, 11, 18].
In the energy approach [9, 10] the imaginary part of electron energy shift of an atom
is connected with the radiation decay possibility (transition probability). The total
energy shift of the state is usually presented in the form:

ΔE=ReΔE+ iΓ 2̸ ð11Þ

where Γ is interpreted as the level width. For the α-n radiation transition ImΔE in
the lowest order of the PT is determined as [9]:

ImΔE= −
1
4π

∑
α> n> f
½α< n≤ f �

V jωαnj
αnαn , ð12Þ

where ωαn is a frequency of the α-n radiation, (α > n > f) for electron and
(α < n < f) for vacancy. The matrix element V is determined as follows:

V ωj j
ijkl =

ZZ
dr1dr2Ψ *

i ðr1ÞΨ *
j ðr2Þ

sin ωj jr12
r12

ð1− α1α2ÞΨ *
kðr2ÞΨ *

l ðr1Þ ð13Þ

where α1, α2 are the Dirac matrices. The separated terms of the sum in (13)
represent the contributions of different channels and a probability of the dipole
transition is:

Γαn =
1
4π

⋅V ωαnj j
αnαn

Vω
1234 = j1ð Þ j2ð Þ j3ð Þ j4ð Þ½ ½1 2̸∑

λμ
− 1ð Þμ j1j3 λ

m1 −m3 μ

� 	
× Im½QCul

λ ð1243Þ+QBr
λ ð1243Þ�

ð14Þ

where ji is the total single electron momentums, mi—the projections; QCul is the
Coulomb part of interaction, QBr

—the Breit part. For example, the imaginary part
QCul

λ contains the radial Rλ and angular Sλ integrals as follows:

ImQCul
λ 12; 43ð Þ= Z − 1ImfRλ 12; 43ð ÞSλ 12; 43ð Þ+Rλ 1 ̃2; 43 ̃ð ÞSλ 1 ̃2; 43 ̃ð Þ

+Rλ 12 ̃; 4 ̃3ð ÞSλ 12 ̃; 4 ̃3ð Þ+Rλ 1 ̃2 ̃; 4 ̃3 ̃ð ÞSλ 1 ̃2 ̃; 4 ̃3 ̃ð Þg. ð15Þ

The detailed expressions for the Coulomb and Breit parts can be found in Refs.
[9, 19], in particular, the detailed expressions for the radial Rλ integrals and angular
Sλ parts. The corresponding oscillator strength: gf = λ2Γαn/6.67 × 1015, where g is
the degeneracy degree, λ is a wavelength in angstrems (Å). Their detailed defini-
tions are presented in Refs. [9, 10]. The relativistic wave functions are calculated by
solution of the Dirac equation with the potential, which includes the “outer electron-
ionic core” potential and polarization potential [1, 11]. In order to describe
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interaction of the outer electron with the He-like core the modified model potential
(4) has been used. The calibration of the single model potential parameter b has
been performed on the basis of the special ab initio procedure within relativistic
energy approach [10] (see also [1, 11, 18]). In Ref. [10] the lowest order multi-
electron effects, in particular, the gauge dependent radiative contribution Im δEninv

for the certain class of the photon propagator calibration is treated. This value is
considered to be representative for the correlation effects, whose minimization is a
reasonable criterion in the searching for the optimal one-electron basis of the
many-body PT. The minimization of the density functional Im δEninv leads to the
integral-differential equation that can be solved using one of the standard codes. It
provides the construction of the optimized one-particle representation. All calcu-
lations are performed with using the numeral code Superatom-ISAN (version 93).

4 Results and Conclusions

Below we present the results of computing the oscillator strengths for the radiation
transitions (particularly, 2s1/2 – np1/2,3/2, np1/2,3/2 − nd3/2,5/2; n = 2 – 12) in spectra
of some Li-like multicharged ions (Z = 20 – 70). In order to perform a test the
obtained results we compare our computed data on the oscillator strengths for some
Li-like ions with the known theoretical and tabulated results [17, 18]. In Table 1 we
list the computed oscillator strength values for the 2s1/2–2p1/2,3/2 transitions in
Li-like ions Ca17+, Kr33+, Zr37+, Mo39+, Sn47+, Cs52+, Ba53+, Tm66+, Yb67+. The
corresponding DF data by Zilitis [17] and the “best” compillated (experimental)
data [17] for the low-Z Li-like ions are listed in Table 1 too.

One should note that hitherto the experimental data on the oscillator strengths for
many (especially, high-Z) Li-like ions are absent. The analysis shows that there is a
physically reasonable agreement between the listed data. Our theoretical data are in
a good agreement with available experimental results [17, 18] that is provided by

Table 1 Oscillator strengths of the 2s1/2–2p1/2,3/2 transitions in Li-like ions

Method DF [17] DF [17] [17] [17] Our data Our data

Ion 2s1/2–2p1/2 2s1/2–2p3/2 2s1/2–2p1/2 2s1/2–2p3/2 2s1/2–2p1/2 2s1/2–2p3/2
Ca17+ 0.0234 0.0542 0.024 0.054 0.0236 0.0541
Kr33+ – – 0.0127 0.0491 0.0131 0.0514
Zr37+ 0.0114 0.0543 – – 0.0118 0.0540
Mo39+ – – 0.011 0.056 0.0107 0.0556
Sn47+ 0.0092 0.0686 – – 0.0095 0.0684
Cs52+ – – – – 0.0085 0.0761
Ba53+ – – – – 0.0084 0.0788
Tm66+

– – – – 0.0071 0.1140
Yb67+ 0.0067 0.1170 – – 0.0069 0.1167

Relativistic Many-Body Perturbation Theory Calculations … 277



using the optimized one-quasi-particle representation and accounting for the main
exchange-correlation (polarization) effects. The estimate of the gauge-non-invariant
contributions into the radiation width (speech is about the difference between the
oscillator strengths values computed with using the transition operator in the form
of “length” and “velocity”) is about 0.3%, i.e., the results obtained with the photon
propagator gauges (Coulomb, Babushkin, Landau) are very close.

In Table 2 we present our results (RMPT) of computing the reduced matrix
elements (in atomic units) of the radiative transitions in the 133Cs spectrum. The
experimental (Exp) and other theoretical (SD- the results of computing within the
relativistic DF single-double approximation [4]; DF, RHFc—the Dirac-Fock and
relativistic Hartree—Fock method data with accounting for the second order cor-
relation corrections; QDA—the data by the PT with the quantum defect approxi-
mation) [4, 13, 18] data are listed too. In Table 3 we present the results calculation
of the nuclear finite size correction to energy (cm−1) of some transitions for Li-like
ions and values of the effective radius of nucleus (10−13 cm). Our calculation
showed also that a variation of the nuclear radius on a few % could lead to changing
transition energies on dozens of thousands 103 cm−1.

In Table 4 we present the calculated data of the hyperfine structure constants for
some Li-like ions (the parameters: A = Z3gI A, B=Z3QB ̄ ½̸Ið2I − 1Þ�; in cm−1).

Table 2 The reduced dipole matrix elements (a.u.) of some transitions in the Cs (see text)

Transition SD [4] Scaled [4] DF [4] RHF [4] RHF [4] QDA [13] RMPT Our data Exp.

6p1/2-6s 4.482 4.535 4.510 4.494 – 4.282 4.486 4.4890(7)

6p3/2-6s 6.304 6.382 6.347 6.325 – 5.936 6.320 6.3238(7)

7p1/2-6s 0.297 0.279 0.280 0.275 0.2825 0.272 0.283 0.284(2)

7p3/2-6s 0.601 0.576 0.576 0.583 0.582 0.557 0.582 0.583(9)

8p1/2-6s 0.091 0.081 0.078 – – 0.077 0.087 –

8p1/2-6s 0.232 0.218 0.214 – – 0.212 0.225 –

6p1/2-7s 4.196 4.243 4.236 4.253 4.237 4.062 4.231 4.233(22)

6p3/2-7s 6.425 6.479 6.470 6.507 6.472 6.219 6.478 6.479(31)

7p1/2-7s 10.254 10.310 10.289 10.288 10.285 9.906 10.308 10.308(15)

7p3/2-7s 14.238 14.323 14.293 14.295 14.286 13.675 14.322 14.320(20)

Table 3 The calculation results of the nuclear finite size correction into energy (cm −1) of the low
transitions for Li-like ions and values of the effective radius of nucleus (10 −13 cm)

Z 2s1/2-2p1/2 2s1/2–2p3/2 R

20 –15.1 –15.5 3.26
69 –20 690.0 –21 712.0 4.93
79 –62 315.0 –66 931.0 5.15
92 –267 325.0 –288 312.0 5.42
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One could note that accurate taking into consideration the correlation and QED
corrections is important to reach the physically reasonable agreement between
theoretical and experimental results. In Table 5 we list the experimental (AExp) and
theoretical data on the magnetic dipole constant A (MHz) for different valent states
of the 133Cs atom (I = 7/2, gi = 0.7377208). The theoretical data have been
computed within the standard RHF (ARHF) method, the RHF (ARHF + dA) one with
taking into consideration the PT second and higher corrections (look [5, 12, 18] and
Refs therein) and the relativistic many-body PT (RMPT; ARMPT) formalism (our
data). In conclusions let us note that the key factors for the physically reasonable
agreement between theory and experiment are connected with the correct taking
into consideration the inter-electron correlation, nuclear, relativistic, radiative cor-
rections. The difference between the RHF, RMPT and other data is provided by
using different schemes for accounting of the inter-electron correlations. To reach
the further improvement of the computed data one should take into account more
correctly the spatial distribution of the magnetic moment inside a nucleus (the
Bohr-Weisskopf effect), the nuclear-polarization corrections etc. (for example,

Table 4 The hyperfine structure constants of the Li-like ions: A= Z3gIA,B= Z3QB̄ ̸½Ið2I − 1Þ�
nlj Z 30 41 59 92

3s A 29–03 32–03 43–03 90–03

4s A 11–03 14–03 16–03 36–03

2p1/2 A 30–03 35–03 46–03 105–02

3p1/2 A 91–04 09–03 12–03 31–03

4p1/2 A 37–04 43–04 58–04 11–03

2p3/2 A 55–04 60–04 65–04 72–04

B 10–04 11–04 12–04 17–04

3p3/2 A 14–04 16–04 18–04 22–04

B 37–05 41–05 48–05 62–05

4p3/2 A 70–05 77–05 84–05 8–04

B 12–05 14–05 18–05 26–05

3d3/2 A 90–05 94–05 98–05 12–04

B 63–06 74–06 84–06 11–05

4d3/2 A 40–05 44–05 49–05 58–05

B 22–06 32–06 41–06 56–06

3d5/2 A 39–05 42–05 46–05 52–05

B 29–06 31–06 35–06 40–06

4d5/2 A 16–05 17–05 18–05 21–05

B 11–06 12–06 14–06 17–06

4f5/2 A 07–05 08–05 11–05 14–05

B 37–07 42–07 49–07 63–07
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within the Woods-Saxon model or relativistic mean field theory [3, 6, 15, 16, 20].
In last years this topic has been a subject of intensive interest [3–10].
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Effects of Isotope Characteristics
on the Electron System Ground
State Energy of Helium-Like Ions

Ch.J. Velchev, R.L. Pavlov, D. Tonev, Zh.K. Stoyanov, L.M. Mihailov,
Y.D. Mutafchieva and D. Van Neck

Abstract The main goal of this work is to establish a link between the energy char-

acteristics of the ground state of helium-like ions and the isotope characteristics of

the nucleus of the system. High-precision calculations of the electron ground state

energies of helium-like ions require to take into account the effects associated with

nuclear characteristics and electron correlations. In our previous work, we calcu-

lated ground state electron energies, mass corrections and mass polarization effects

of helium-like isoelectronic ions for the main nuclides with nuclear charge from

Z = 2 to Z = 118. In the present work are discussed the results for 3833 existing

isotopes in the same range of nuclear charge. The results presented are without the

inclusion of the mass polarization effect in the minimization procedure. The complex

dependence of the ground state energy on the mass corrections and mass polariza-

tion effects as a function of charge Z and neutron number N are studied. Staggering

analysis for the ground state energy dependence on Z and N helped establish the

electron characteristic dependence on the nuclear magic numbers.

1 Introduction

A computational procedure and the results for the ground state energy characteristics

of the helium-like ions are presented in this paper. The computational procedure for

these characteristics gives highly accurate results and allows for the establishment of
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a number of correlations between the characteristics of isotopes and their interpre-

tation. The results obtained using staggering analysis showcase interesting relations

between the nuclear characteristics and the energy components of the electron sys-

tem ground state. Such an approach to these problems is used for the first time. In

our previous works [1–3], we calculated the ground state electron energies, mass cor-

rection and mass polarization effects and have shown specific properties of helium

isoelectronic ions with nuclear charge for the main nuclides from Z = 2 to Z = 118.

The calculations in this work are made for the 3833 isotopes whose characteristics

are presented in [4]. The presented theoretical research allows for the development

of a procedure with no free parameters, that need to be determined by experimental

results. This is a serious advantage in the theoretical studies based on the energy

characteristics of helium-like ions. The numerical values are obtained by solving the

two-electron Schrödinger equation using a discrete variation-perturbation approach

developed by the authors and based on the explicitly correlated wave functions. The

procedure is presented in Sect. 2. This approach takes into account the motion of

the nucleus and yields accurate values for the electron characteristics. The results

are presented without the inclusion of the mass polarization in the minimization

procedure. The comparison with the most recent experimental data from [4] shows

that our results are in better agreement with experimental results than the consid-

ered until now most accurate theoretical results [5]. This allows for their use in

theoretical studies of low [6] and high [7] temperature plasma processes; ion-ion

and ion-atom interactions [8]; qualitative and quantitative structural investigations

in chemistry and astronomy [9]; determining chemical composition, speed and tem-

perature of objects using spectral measurements; nanotechnology; fusion; research

on fundamental interactions by examining the processes in the atom electron shell

and its structure [10]; the study of Bose-Einstein condensates [11, 12]; studies that

use atomic physics methods [13]; analysis of the relationship between atomic nuclei

properties and atom characteristics [14, 15]; etc.

In precise calculations of the ground state energy of helium-like ions, best results

are obtained with approaches based on explicitly correlated wave functions (ECWF)

[16]. The most accurate results for the ground state energy of the main isotopes from

the line of stability of nuclei, with charge from Z = 2 to Z = 10, are obtained with

different types of ECWFs [17–43]. New ECWFs with complicated analytical form

are introduced in [44–49].

2 Method

2.1 Hylleraas Wave Function

The ECWF proposed by Hylleraas [17–21] is formulated in terms of Hylleraas coor-

dinates:

s = r1 + r2; t = r2 − r1; u = r12 = |r⃗2 − r⃗1| , (1)
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where r⃗1 and r⃗2 are the radius-vector of two electrons in the Decarts-coordinate sys-

tem with the zero point in the nuclear center and r1 and r2 are their magnitudes.

The generalized Hylleraas-type 2-electron wave functions we consider have the

form [16]

|𝛹⟩ =
∑

STU
CSTU|STU⟩ , (2)

where

⟨r⃗1r⃗2|STU⟩ = 1
𝜋

√
2

e
−s∕2sStTuU . (3)

The S,T ,U are positive integers, with T even as a consequence of the symmetry

requirement of the spatial wave function.

The phase space in these Hylleraas coordinates is well known. For a normalizable

function F(s, t, u) symmetric in t one has

∫ d3r1d3r2𝛿(r1 + r2 − s)𝛿(r2 − r1 − t)𝛿(r12 − u)F(s, t, u)

= 2𝜋2 ∫
+∞

0
ds∫

s

0
du∫

u

0
dtu(s2 − t2)F(s, t, u) . (4)

The overlap of two Hylleraas wave functions is therefore given by

⟨STU|S′T ′U′⟩ = ∫
+∞

0
ds∫

s

0
du∫

u

0
dt u(s2 − t2)e−ssS+S′ tT+T ′uU+U′

. (5)

With the standard integral

I(k, l,m) = ∫
+∞

0
ds∫

s

0
du∫

u

0
dt e

−ssktlum

= (k + l + m + 2)!
(l + 1)(l + m + 2)

, (6)

the overlap matrix becomes

⟨STU|S′T ′U′⟩ = I(S + 2,T ,U + 1) − I(S ,T + 2,U + 1)) , (7)

where S = S + S′, T = T + T ′
, U = U + U′

. To avoid numerical roundoff error it

is advisable to calculate this difference analytically

⟨STU|S′T ′U′⟩ = (8)

= (S +T +U + 5)! 2(2T +U + 6)
(T + 1)(T + 3)(T +U + 3)(T +U + 5)

.



286 Ch.J. Velchev et al.

2.2 Matrix Elements of the Hamiltonian

The non-relativistic Hamiltonian is the sum of the kinetic energy, the Coulomb

attraction to the central charge, and the inter-electron repulsion. In atomic units:

H = T + Vc + Ve = −1
2
(∇2

1 + ∇2
2) − Z( 1

r1
+ 1

r2
) + 1

|r⃗1 − r⃗2|
. (9)

The potential terms are easily written in Hylleraas coordinates. Combined with the

phase space element one has

u(s2 − t2)Vc = (−Z)4su , (10)

u(s2 − t2)Ve = s2 − t2. (11)

The kinetic term requires a bit more work. In general a matrix element can be written

as

∫ d3r1d3r2𝜓L(r⃗1, r⃗2)[−
1
2
(∇2

1 + ∇2
2)]𝜓R(r⃗1, r⃗2)

= 1
2 ∫ d3r1d3r2[(∇1𝜓L) ⋅ (∇1𝜓R) + (∇2𝜓L) ⋅ (∇2𝜓R)] . (12)

The conversion to s, t, u variables proceeds with the chain rule,

𝜕

𝜕(x
𝛼

)i
=
(

𝜕s
𝜕(x

𝛼

)i

)
𝜕

𝜕s
+
(

𝜕t
𝜕(x

𝛼

)i

)
𝜕

𝜕t
+
(

𝜕u
𝜕(x

𝛼

)i

)
𝜕

𝜕u

=
(x

𝛼

)i
r
𝛼

(
𝜕

𝜕s
+ (−1)𝛼 𝜕

𝜕t

)

+ (−1)𝛼
(x2)i − (x1)i

r12
𝜕

𝜕u
, (13)

𝛼 = 1, 2, i = 1, 2, 3.

Using L,R indices to indicate that the derivative operators act on the left or right

wave function, one obtains

∇1L.∇1R + ∇2L.∇2R

= ( 𝜕

𝜕sL
− 𝜕

𝜕tL
)( 𝜕

𝜕sR
− 𝜕

𝜕tR
) + ( 𝜕

𝜕sL
+ 𝜕

𝜕tL
)( 𝜕

𝜕sR
+ 𝜕

𝜕tR
) + 2 𝜕

𝜕uL
𝜕

𝜕uR

+
r21 − r⃗1 ⋅ r⃗2

r1r12
{( 𝜕

𝜕sL
+ 𝜕

𝜕tL
) 𝜕

𝜕uR
+ 𝜕

𝜕uL
( 𝜕

𝜕sR
+ 𝜕

𝜕tR
)} (14)

+
r22 − r⃗1 ⋅ r⃗2

r2r12
{( 𝜕

𝜕sL
− 𝜕

𝜕tL
) 𝜕

𝜕uR
+ 𝜕

𝜕uL
( 𝜕

𝜕sR
− 𝜕

𝜕tR
)} .

After simplification, using e.g.
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r21 − r⃗1.r⃗2
r1r12

±
r22 − r⃗1 ⋅ r⃗2

r2r12
=

(r1 ± r2)(2r1r2 ± [r212 − r21 − r22])
2r1r2r12

, (15)

the operator of kinetic energy can be rewritten as

T = Tss + Ttt + Tuu + Tsu + Ttu , (16)

where

u(s2 − t2)Tss = u(s2 − t2) 𝜕

𝜕sL
𝜕

𝜕sR
, (17)

u(s2 − t2)Ttt = u(s2 − t2) 𝜕

𝜕tL
𝜕

𝜕tR
, (18)

u(s2 − t2)Tuu = u(s2 − t2) 𝜕

𝜕uL
𝜕

𝜕uR
, (19)

u(s2 − t2)Tsu = s(u2 − t2){ 𝜕

𝜕sL
𝜕

𝜕uR
+ 𝜕

𝜕uL
𝜕

𝜕sR
} , (20)

u(s2 − t2)Ttu = t(s2 − u2){ 𝜕

𝜕tL
𝜕

𝜕uR
+ 𝜕

𝜕uL
𝜕

𝜕tR
} , (21)

i.e. T
𝜇𝜈

= f (h, 𝜇, 𝜈)D
𝜇𝜈

, where f (h, 𝜇, 𝜈) is square function of (h, 𝜇, 𝜈), D
𝜇𝜈

are deriv-

ative operators of first order and h, 𝜇, 𝜈 = s, t or u.

It is now possible to calculate the matrix elements of the Hamiltonian. Using

the notations of Eqs. (7), (8) and V = T +U W = S + V , one finds the matrix

elements of kinetic energy:

⟨STU|S′T ′U′⟩ = (W + 5)! 2(T + V + 6)
(T + 1)(T + 3)(V + 3)(V + 5)

, (22)

⟨STU|Tss|S′T ′U′⟩ = {SS′(W + 3)! − S + S′
2

(W + 4)! + 1
4
(W + 5)!}

× 2(T + V + 6)
(T + 1)(T + 3)(V + 3)(V + 5)

, (23)

⟨STU|Ttt|S′T ′U′⟩ = TT ′(W + 3)! 2(T + V + 2)
(T − 1)(T + 1)(V + 1)(V + 3)

, (24)

⟨STU|Tuu|S′T ′U′⟩ = UU′(W + 3)! 2(T + V + 4)
(T + 1)(T + 3)(V + 1)(V + 3)

, (25)

⟨STU|Tsu|S′T ′U′⟩ = {(SU′ + US′)(W + 3)! − U + U′

2
(W + 4)!}

× 2
(T + 1)(T + 3)(V + 3)

, (26)

⟨STU|Ttu|S′T ′U′⟩ = (TU′ + UT ′)(W + 3)! 2
(T + 1)(V + 1)(V + 3)

, (27)
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⟨STU|Vc|S′T ′U′⟩ = (−Z)(W + 4)! 4
(T + 1)(V + 3)

, (28)

⟨STU|Ve|S′T ′U′⟩ = (W + 4)! 2(T + V + 5)
(T + 1)(T + 3)(V + 2)(V + 4)

. (29)

2.3 Scaling

If the Hylleraas wave function in (3) is subjected to a coordinate scaling transforma-

tion

⟨r⃗1r⃗2|𝛹𝛼

⟩ =
∑

STU
CSTU e

−𝛼s∕2(𝛼s)S(𝛼t)T (𝛼u)U , (30)

then the overlap, kinetic, and potential matrix elements have definite scaling,

⟨𝛹
𝛼

|𝛹
𝛼

⟩ = ⟨𝛹 |𝛹⟩∕𝛼6
, (31)

⟨𝛹
𝛼

|T|𝛹
𝛼

⟩ = ⟨𝛹 |T|𝛹⟩∕𝛼4
, (32)

⟨𝛹
𝛼

|V|𝛹
𝛼

⟩ = ⟨𝛹 |V|𝛹⟩∕𝛼5
. (33)

The expectation value of the energy then becomes

⟨𝛹
𝛼

|H|𝛹
𝛼

⟩

⟨𝛹
𝛼

|𝛹
𝛼

⟩
=

𝛼

2⟨𝛹 |T|𝛹⟩ + 𝛼⟨𝛹 |V|𝛹⟩

⟨𝛹 |𝛹⟩
. (34)

2.4 Variational Procedure

The energy will be minimized by varying the Hylleraas wave function to both the

expansion coefficients CSTU and the scaling factor 𝛼.

One first determines, for fixed 𝛼, the best linear combination. Variation with

respect to the expansion coefficients in (34) leads to the generalized eigenvalue prob-

lem,

(𝛼2[T] + 𝛼[V])C
𝛼

= E
𝛼

[M]C
𝛼

. (35)

where the square symmetric matrices [T], [V], [M] are the kinetic, potential, and

overlap matrices as derived above in the basis of the |STU⟩ states, and C
𝛼

is the col-

umn matrix containing the expansion coefficients. The lowest eigenvalueE0
𝛼

defines a

function of one variable, the minimum of which can be obtained using standard tech-

niques. This minimum is finally the best variational approximation for the ground

state energy.
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In practice one calculates the matrices [T], [V] and [M] only once. We use

Lövdin’s orthogonalization [50]. Solving the generalized eigenvalue problem in Eq.

(35) proceeds by first diagonalizing the overlap matrix [M], with resulting eigen-

values di and eigenvectors Zi. In a next step one constructs the matrices [T ′]ij =
(ZT

i [T]Zj)∕
√
didj and [V ′]ij = (ZT

i [V]Zj)∕
√
didj. This has the advantage that it is pos-

sible to introduce a threshold for the eigenvalues of [M]. A large basis of polynomi-

als may be almost linearly dependent in the limited volume around the atom. This

results in very small eigenvalues di of [M], and numerically unstable results. Such

instabilities can be simply avoided by omitting the corresponding eigenvectors Zi in

the construction of [T ′] and [V ′]. Finally one has to solve, for various values of 𝛼,

the lowest eigenvalue of the eigenvalue problem

(𝛼2[T ′] + 𝛼[V ′])C′
𝛼

= E
𝛼

C′
𝛼

. (36)

This determines the function E0
𝛼

of which the minimum has to be determined.

3 Mass Corrections

In a system described by a two-electron Schrödinger equation, taking into account

nuclear motion entails two mass corrections [51, 52]:

(i) As in the one-electron case, the mass correction

𝜀1 = − 𝜀

1 + 𝜀

E0 ≈ −𝜀E0 , (37)

where 𝜀 = me∕M (me is the electron mass and M is the nucleus mass). The account-

ing of mass correction leads to increasing of the atomic energy approximately by

𝜀|E0| = (me∕M)|E0|, independently of the atomic state.

(ii) An additional perturbation correction, ‘mass polarization’

𝜀2 = 𝜀∫ ∇1𝛹
∗(r⃗1, r⃗2)∇2𝛹 (r⃗1, r⃗2)dr⃗1dr⃗2 , (38)

is different for various atomic states, as it depends on the mutual disposition and

space correlation of the electrons.

Within ECWF approach, the mass corrections 𝜀1 and 𝜀2 are positive. For example,

the order of 𝜀1 for Helium is 1.22 × 10−4 [17, 18], and the order of 𝜀2 is 2.18 × 10−5
[22–24]. There exist experimental data for some values of the nuclear charge Z.

Regarding the ground state energy of He and isoelectronic He ions, variational

solving of two-particle Schrödinger equation using trial ECWF, gives energy val-

ues, which are lower than the experimentally observed ones. In order to be able

to compare these values to the experimental data, obligatory condition is to add
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mass corrections 𝜀1 and 𝜀2 to ground state energy. Exact coincidence with the exper-

iment is expected after addition of relativistic and QED corrections as well.

For the ground state, the electrons are located at relatively small distance from

each other, and this effect may be significant. The term 𝜀2 can be derived by pertur-

bation from the unperturbed 𝜓0. Following the procedure described in Sect. 2, we

obtain:

(∇1𝜓L) ⋅ (∇2𝜓R) =
1
2
{
(r21 + r22 − r212)

r1r2

𝜕𝜓L

𝜕r1

𝜕𝜓R

𝜕r2
+

(r22 − r21 − r212)
r1r12

𝜕𝜓L

𝜕r1

𝜕𝜓R

𝜕r12
+

+
(r21 − r22 − r212)

r2r12

𝜕𝜓L

𝜕r12

𝜕𝜓R

𝜕r2
} −

𝜕𝜓L

𝜕r12

𝜕𝜓R

𝜕r12
, (39)

E = ∫ (∇1𝜓L) ⋅ (∇2𝜓R)d𝐫1d𝐫2 = 2𝜋2 ∫
∞

0
ds∫

s

0
du∫

u

0
dt𝜓L

×(Ess + Ett + Euu + Est + Esu + E A
su + Etu + E A

tu )𝜓Ru(s2 − t2) , (40)

where

u(s2 − t2)Ess = u(s2 + t2 − 2u2) 𝜕

𝜕sL
𝜕

𝜕sR
, (41)

u(s2 − t2)Ett = −u(s2 + t2 − 2u2) 𝜕

𝜕tL
𝜕

𝜕tR
, (42)

u(s2 − t2)Euu = −u(s2 − t2) 𝜕

𝜕uL
𝜕

𝜕uR
, (43)

u(s2 − t2)Est = u(s2 + t2 − 2u2){ 𝜕

𝜕sL
𝜕

𝜕tR
− 𝜕

𝜕tL
𝜕

𝜕sR
} , (44)

u(s2 − t2)Esu = t(s2 − u2){ 𝜕

𝜕sL
𝜕

𝜕uR
− 𝜕

𝜕uL
𝜕

𝜕sR
} , (45)

u(s2 − t2)E A
su = s(t2 − u2){ 𝜕

𝜕sL
𝜕

𝜕uR
+ 𝜕

𝜕uL
𝜕

𝜕sR
} , (46)

u(s2 − t2)Etu = −s(t2 − u2){ 𝜕

𝜕tL
𝜕

𝜕uR
− 𝜕

𝜕uL
𝜕

𝜕tR
} , (47)

u(s2 − t2)E A
tu = −t(s2 − u2){ 𝜕

𝜕tL
𝜕

𝜕uR
+ 𝜕

𝜕uL
𝜕

𝜕tR
} . (48)
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3.1 Matrix Elements

For the matrix elements of mass polarization 𝜀2 by analogy with the kinetic energy,

we obtain:

⟨STU|Ess|S′T ′U′⟩ = (W + 3)!
2

[(S − S′)2 − (V + 4)2 − (W + 4)]U
(T + 1)(T + 3)(V + 3)(V + 5)

, (49)

⟨STU|Ett|S′T ′U′⟩ = 2(W + 3)! TT ′U
(T − 1)(T + 1)(V + 1)(V + 3)

, (50)

⟨STU|Euu|S′T ′U′⟩ = −(W + 3)! 2UU′(T + V + 4)
(T + 1)(T + 3)(V + 1)(V + 3)

, (51)

⟨STU|Est|S′T ′U′⟩ = 0 , (52)

⟨STU|Esu|S′T ′U′⟩ = 0 , (53)

⟨STU|E A
su|S

′T ′U′⟩ = (W + 3)! (S − S′)(U − U′) +U (V + 4)
(T + 1)(T + 3)(V + 3)

, (54)

⟨STU|Etu|S′T ′U′⟩ = 0 , (55)

⟨STU|E A
tu |S

′T ′U′⟩ = −2(W + 3)! TU′ + T ′U
(T + 1)(V + 1)(V + 3)

, (56)

where by analogy with Eqs. (16–21)

E
𝜇𝜈

= fE (h, 𝜇𝜈)DE
𝜇𝜈

.

Here fE (h, 𝜇𝜈) are again square functions and DE
𝜇𝜈

are derivative operators; the index

A notes anti-commutator.

In order to obtain mass polarization 𝜀2 from (38), after scaling

⟨𝛹
𝛼

|E |𝛹
𝛼

⟩ = ⟨𝛹 |E |𝛹⟩∕𝛼4
, (57)

where ⟨𝛹 |E |𝛹⟩ is sum of the matrix elements (49–56), we substitute in (57) the

values of the expansion coefficients CSTU and scale parameter 𝛼 determined by vari-

ational equation (36).

The nuclear masses used in our computations were derived from recent tables of

mass excess 𝛥 [53], using the known relation:

MNUC = 𝛥 + A − Zme .

As 𝜀 > 0, and E0 < 0 in (37) while the integral in (38) is positive, both 𝜀1 and 𝜀2
are positive and decrease the absolute value of E0. Thus for a given element (with

atomic number Z and uncorrected energy E0), the absolute value of the corrected

energy E′
0 increases with increasing isotope mass M. It will be seen however that 𝜀2

is about two orders of magnitude smaller than 𝜀1.
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4 Results

The developed method was originally applied [3] to calculate the ground state energy

of helium-like electron-nuclear systems with isotopes from the stability line (Table 1)

as their nucleus.

These results are in excellent agreement with the theoretical and experimental

results [4] (the relative error for Helium is 2 × 10−4%) and allow for connecting the

ground state energy characteristics and the properties of the isotope, which for these

particular systems is the nucleus of the ion. This leads to the idea to compute the

energy characteristics of the helium-like electron-nuclear systems, using as a nucleus

the 3833 isotopes included in [53], in order to investigate the dependence of these

properties from the isotope properties.

Table 1 Stable isotopes

4
2He

7
3Li

9
4Be

11
5 B 12

6 C 14
7 N 16

8 O 19
9 F 20

10Ne
23
11Na

24
12Mg

27
13Al

28
14Si

31
15P

32
16S

35
17Cl

40
18Ar

39
19K

40
20Ca

45
21Sc

48
22Ti

51
23V

52
24Cr

55
25Mn 56

26Fe
59
27Co

58
28Ni

63
29Cu

64
30Zn

69
31Ga

74
32Ge

75
33As

80
34Se

79
35Br

84
36Kr

85
37Rb

88
38Sr

89
39Y

90
40Zr

93
41Nb

98
42Mo 97

43Tc
102
44 Ru 103

45 Rh
106
46 Pd 107

47 Ag 114
48 Cd 115

49 In 120
50 Sn 121

51 Sb 130
52 Te 127

53 I 132
54 Xe 133

55 Cs 138
56 Ba

139
57 La 140

58 Ce 141
59 Pr 142

60 Nd 146
61 Pm 152

62 Sm 153
63 Eu 158

64 Gd 159
65 Tb 164

66 Dy 165
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The ground state energy values of helium-like electron-nuclear systems are pre-

sented in Fig. 1. The ground state energy is presented as the sum of the energy calcu-

lated in a coordinate system fixed to the nucleus E0 (energy obtained by taking into

account only the charge of the nucleus in classical quantum mechanics) and ener-

gies corresponding to corrections of different types. As far as our views are within

the classical quantum mechanics and we do not take into account the shape of the

nucleus, the corrections added to E0 are the mass correction 𝜀1 and mass correlation

𝜀2 [51].

The numerical results for E0 are shown on Fig. 2. By definition E0 should not

depend on the number of neutrons in the nucleus but only on Z. This means that,

when a three-dimensional graph of the dependence ofE0 from Z andN of the helium-

like electron-nuclear systems (Fig. 3a) is plotted and is rotated so as to observe it

from the positive direction of the Z-axis, the two-dimensional surface representing

the dependence of E0 from Z and N should look like a one-dimensional curve, as

shown in Fig. 3b.

The results for the mass correction 𝜀1 and mass correlation 𝜀2 are shown on Figs. 4

and 5. The dependence of the ground state energyE from the nuclear charge Z and the

mass number A in the helium-like electron-nuclear systems is due to the dependence

of 𝜀1 and 𝜀2 from N, because E0 does not depend on the number of neutrons, only

on the nuclear charge that coincides with the atomic number.

As far as the mass correction 𝜀1 is determined by the expression

𝜀1 =
1
M
E0 , (58)

it is clear that it is proportional to the reciprocal of A. For the light elements the

dependence 𝜀1(N) has a curve similar to the dependence for carbon presented on

Fig. 6. For the elements in the middle of the periodic table the 𝜀1(N) dependence

Fig. 2 Helium-like

electron-nuclear systems

ground state energy

depending on the nuclear

charge Z and mass number

A. Isotopes from the line of

stability (thick line) -5x103
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Fig. 3 Dependence of E0 from Z and N. a General view, b view from the positive direction of the
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Fig. 4 Mass correction 𝜀1
dependence from Z and A
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is similar to the one for antimony presented on Fig. 7. For the heavier elements the

𝜀1(N) dependence is similar to the one for nobelium presented on Fig. 8.

For the mass correlation 𝜀2 dependence from N is determined by the dependence

of
1
M

from N times the integral I

I = ∫ ∇1𝜓∇2𝜓 dr⃗1 dr⃗2 = 2𝜋2

∞

∫
0
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(59)
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Fig. 5 Mass correlation 𝜀2
dependence from Z and A
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Fig. 6 The mass correction

𝜀1(N) for carbon

Fig. 7 The mass correction

𝜀1(N) for antimony
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Fig. 8 The mass correction

𝜀1(N) for nobelium

Fig. 9 Dependence M(N)
for barium

Fig. 10 Dependence
1
M
(N)

for barium

Both dependences have similar graphics. In Fig. 9 is presented the dependence of M
from N for barium, while in Fig. 10 is presented the dependence of

1
M

from N for

barium. Figure 11 presents the dependence of integral (59) from N for barium. In

Fig. 12 is presented the dependence of the mass correlation 𝜀2 from N for barium.

From the presented graphs can be seen that the analysis of the dependence of the

ground state energy from the nuclear charge Z and the number of neutrons N for the

helium-like electron-nuclear systems is not easy by conventional means. Impressive

results are obtained by the implementation of staggering analysis that is possible

because of the high precision of the calculation results.

The results for isotopes of the stability line are presented in [5]. The analysis used

staggering of the fifth order, calculated by the formula
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Fig. 11 Dependence I(N)
for barium

Fig. 12 Dependence 𝜀2(N)
for barium

Stag(W) = 10E(W) − 5E(W + 1) − 10E(W − 1) − E(W − 3) +
+E(W + 2) + 5E(W − 2) , (60)

where W is the isotope. The overall analysis is a serious and extensive problem. We

will note only some of the main features of the behavior of the staggering in terms of

A for specific isotopes. This approach naturally splits the isotopes into even and odd.

Figure 13 shows the staggering of 20Ca and 95Am in terms ofA. For the light elements

two areas can be seen: in the first one (the left side of Fig. 13c) the lines are far apart;

in the second one (the right side of Fig. 13c) the lines are at minimum distance from

one another. For the heavy elements the lines are further away at minimum distance

but are closer to one another for more isotopes. The slope of the lines is considerably

steeper for the light elements than for the heavy ones.

5 Conclusion

Up to now was not known the dependence of the characteristics of the ground state

electron energy in helium-like ions on the isotopic composition of the nucleus. Inter-

esting links obtained with our staggering analysis of the numerical data shows that

further research in this area could lead to a new understanding of the relationship

between the electron and nuclear systems. The dependence of the characteristics of

the ground state electron energy on the isotopic composition of the nucleus is indica-

tive of the derivation of the formula of Bethe-Salpeter [51], which retains all its
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(a) (b)

(c) (d)

Fig. 13 Vertical lines are placed at locations corresponding to the magic numbers in terms of N.

a Staggering values for 20Ca, c staggering values for 95Am. b and d The natural splitting of even

(dashed line) and odd (solid line) isotopes

relevance today. The amazing thing about this is that the use of only four values

obtained from the analysis of experimental data yields a formula for the ground

state energy of helium-like electron-nuclear systems that shows a striking coinci-

dence with results obtained from the best non-relativistic theoretical studies [5]. Our

results prove the correctness of the theoretical principles that underlie the procedure

we developed and the relevance of the separation of the ground state energy into its

relevant components. The continuation of these studies would allow to develop new

methods for the analysis of isotopes and to improve the study of electron-nuclear

systems.
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Computational Study of Michellamines:
Naphthylisoquinoline Alkaloids
with Anti-HIV Activity

Liliana Mammino and Mireille K. Bilonda

Abstract Michellamine A, michellamine B and michellamine C are naphthyliso-
quinoline alkaloids with anti-HIV activity isolated from the leaves of Ancistrocladus
korupensis, a plant indigenous in Cameroun. Michellamine B and michellamine C
are atropisomeric of michellamine A, and michellamine B is the most active. The
molecules consist of two units, each containing an isoquinoline moiety and a
naphthalene moiety. This work presents the results of a conformational study of
michellamine A performed in vacuo and in three solvents (chloroform, acetonitrile
and water), at the (HF/6-31G(d,p) and DFT/B3LYP/6-31+G(d,p) levels. The
potential energy profiles for the rotations of single bonds between moieties were
determined to identify relevant conformers corresponding to different orientations of
the moieties. The harmonic vibrational frequencies of the conformers were calcu-
lated in vacuo. The conformational preferences are influenced by intramolecular
hydrogen bonds (having a stabilizing effect) and by the mutual orientations of the
various moieties. The lowest energy conformers contain two cooperative O–H⋅⋅⋅O
intramolecular hydrogen bonds. The isoquinoline moiety prefers to be perpendicular
to the naphthalene moiety in the same unit. All the properties obtainable from a
conformational study are considered: relative energies in vacuo and in solution,
dipole moments, HOMO-LUMO energy gaps, free energy of solvation in the sol-
vents considered, and vibrational frequencies and predicted vibrational spectra in
vacuo.

Keywords Alkaloids ⋅ Anti-HIV compounds ⋅ Intramolecular hydrogen
bonding ⋅ Michellamines ⋅ Mutual orientations of aromatic moieties ⋅
Naphthylisoquinoline alkaloids ⋅ Solute-solvent interactions

Electronic supplementary material The online version of this chapter (doi:10.1007/978-3-
319-50255-7_18) contains supplementary material, which is available to authorized users.

L. Mammino (✉) ⋅ M.K. Bilonda
Department of Chemistry, University of Venda, Thohoyandou, South Africa
e-mail: sasdestria@yahoo.com

© Springer International Publishing AG 2017
A. Tadjer et al. (eds.), Quantum Systems in Physics, Chemistry, and Biology,
Progress in Theoretical Chemistry and Physics 30,
DOI 10.1007/978-3-319-50255-7_18

303

http://dx.doi.org/10.1007/978-3-319-50255-7_18
http://dx.doi.org/10.1007/978-3-319-50255-7_18


1 Introduction

The Human Immunodeficiency Virus (HIV) is a retrovirus that infects cells of the
immune system, destroying or impairing their functions [1]. The HIV infection
causes the Acquired Immune Deficiency Syndrome (AIDS). AIDS has become a
serious health problem worldwide since the discovery of the first case in 1981 and
is one of the most fast-spreading diseases. According to the WHO-HIV/AIDS 2014
reports [2], 36.9 million people lived with HIV worldwide by the end of 2013, 2.0
million were newly infected during 2013 and 1.2 million died of AIDS (the lowest
death-rate since the peak in 2005, when 3.1 million died). The highest proportion of
people living with HIV was in sub-Saharan Africa: ≈24.7 million, corresponding to
≈70% of the worldwide total of infected people.

The main problem is the absence of a cure for the disease. Currently-used
medicines can slow the growth of the virus or prevent its replication; but they are
expensive and thus not accessible to all patients. Furthermore, drug resistant strains,
due to mutations of the virus, have already been observed among patients [3].
Finding an effective and durable chemotherapy for the disease is an urgent matter.
The task may involve the use of innovative combinations of drugs with diverse
mechanisms of action and different ranges of anti-HIV activities [3], and also the
search for new antiviral drugs with more potent activity. Natural products are a rich
potential source of new drugs with new modes of action.

The study reported in this paper considered michellamine A, a naphthyliso-
quinoline alkaloid isolated from Ancistrocladus korupensis, a plant of the
Ancistrodaceae family [3]. Naphthylisoquinoline alkaloids are exclusively found in
tropical lianas of the Dioncophyllaceae and Ancistrodaceae families [4–7] and
exhibit a variety of biological activities. Michellamines are naphthylisoquinoline
alkaloids with a dimeric structure in which each unit consists of a naphthalene and
an isoquinoline moiety. The naphthalene moieties of the two units are bonded to
each other, so that the four moieties are connected in the isoquinoline-
naphthalene-naphthalene-isoquinoline sequence (Fig. 1). Michellamine A and its
atropisomers (michellamine B, michellamine C and others) shows good activity
against HIV, with michellamine B having the greatest activity (atropisomers are
stereoisomers arising because of hindered rotation about a single bond, where
energy differences due to steric strain or other contributors create a barrier to
rotation that is high enough to allow for isolation of individual atropisomers).

Chemically, michellamines are unique naphthylisoquinoline alkaloids not only
because of their unprecedented ‘dimeric’ structure, but also because of their
exceptionally high polarity resulting from their three phenolic OH and one sec-
ondary amino group per constituent unit [3].

Computational studies of naphthylisoquinoline alkaloids are still scarce, and no
previous studies have been found on michellamine A or its atropisomers. The
current study investigates the conformational preferences of michellamine A
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(Fig. 1, denoted by the acronym MCA in the rest of the text). MCA was studied in
vacuo and in three solvents with different polarities and different H-bonding abil-
ities (chloroform, acetonitrile and water). Calculations were performed at two levels
of theory: Hartree-Fock (HF/6-31G(d,p)) and Density Functional Theory with the
B3LYP functional (DFT/B3LYP/6-31+G(d,p)). Calculations in solution used the
PCM model.

The results show that the conformational preferences are dominantly influenced
by the presence of intramolecular hydrogen bonds (IHB), followed by the mutual
orientations of the four moieties. Detailed information on the properties of the
calculated conformers (dipole moments, free energy of solvation in the solvents
considered, HOMO-LUMO energy gaps, vibrational frequencies and predicted IR
spectra, potential energy profiles for the rotation of relevant bonds, etc.) is included
in the Supplementary material.

2 Computational Details

Calculations for the conformational search were performed in vacuo with fully
relaxed geometry using two levels of theory: Hartree-Fock (HF) with the 6-31G
(d,p) basis set, and Density Functional Theory (DFT) with the B3LYP functional
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Fig. 1 Structure of the
michellamine A molecule and
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this work. The C atoms in the
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atom are given the same
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[8, 9] and the 6-31+G(d,p) basis set. These are the same methods utilized in a study
of naphthylisoquinoline alkaloids with antimalarial activity [10]. HF is a common
and moderately cheap quantum mechanical method that can yield realistic infor-
mation regarding conformational analysis. Previous studies on other molecules
[11, 12] showed that HF can successfully handle intramolecular H-bonding and
yields HOMO-LUMO energy gaps approaching those of experiments. DFT is an
alternative method to wavefunction approaches, which is often used in conforma-
tional search because it takes into account part of the correlation effects at a
comparatively low cost. Among the numerous functionals available for the DFT
framework, B3LYP is the most widely employed. It can provide better quality
results in combination with basis sets containing diffuse functions, above all for
molecular systems containing IHBs [11, 12]. Harmonic vibrational frequencies
were calculated in vacuo at both levels to verify that the stationary points from
optimization results correspond to true minima and to obtain the zero-point energy
(ZPE) corrections. The frequency values were scaled by 0.9024 [13] and 0.9857
[14] respectively for HF/6-31G(d,p) and DFT/B3LYP/6-31 + G(d,p) calculations.

Calculations in solution utilized the Polarizable Continuum Model (PCM,
[15–20]). In this model, the solvent is considered infinite and is modelled by a
continuous isotropic dielectric into which the solute is inserted. Thus, the solute
molecule is embedded in a cavity surrounded by the continuum solvent. The
geometry of the cavity follows the geometry of the solute molecule, considering its
solvent accessible surface. The default settings of Gaussian03 [21] were utilised,
namely: Integral Equation Formalism model (IEF, [17–20]) and Gepol model for
building the cavity around the solute molecule [22–24], with simple United Atom
Topological Model (UAO) for the atomic radii and 0.200 Å2 for the average area of
the tesserae into which the cavity surface is subdivided. The SCFVAC option was
selected to obtain more thermodynamic data. Calculations in solution were per-
formed as single point (SP) calculations because the size of the molecule makes
re-optimisation in solution highly expensive. Although SP calculations cannot
provide information on the geometry changes caused by the solvent, they can
provide reasonable information on the energetics, such as the conformers’ relative
energies in solution and the energy aspects of the solution process (the free energy
of solvation, ΔGsolv, and its components).

Calculations were performed using GAUSSIAN 03, Revision D 01 [21].
All the energy values reported are in kcal/mol and all the distances are in Å.

Acronyms are utilized for the calculation methods and for the media, for con-
ciseness sake on reporting values: HF for HF/6-31G(d,p), DFT for
DFT/B3LYP/6-31+G(d,p), vac for vacuum, chlrf for chloroform, actn for ace-
tonitrile and aq for water.
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3 Results

3.1 Naming of Conformers

When discussing the conformers’ properties, it is important to be able to identify
their geometrical characteristics clearly and easily. A system of symbols is intro-
duced to this purpose.

Since it is convenient to be able to mention each ring individually, the rings are
denoted by uppercase letters (A, B, C, D, E, F, G, H) as illustrated in Fig. 1. In
order to be able to mention each of the two units of the dimeric molecular structure
individually, the whole unit comprising the A, B, C, D rings is called R and the
whole unit comprising the E, F, G, H rings is called S.

The most important factors stabilizing the conformers are the O–H⋅⋅⋅O IHBs and
other IHB-type interactions such as O–H⋅⋅⋅π and C–H⋅⋅⋅O. Different conformers
often have different combinations of these intramolecular interactions. Each IHB or
IHB-type interaction is denoted by a specific lowercase letter. The letters (a–h) and
their meanings are listed in Table 1 and illustrated in Fig. 2, which shows all the
calculated conformers of MCA and the corresponding combinations of letters
describing their characteristics in the acronyms denoting them.

The energy of the conformers is also significantly influenced by the mutual
orientations of the four moieties. The mutual orientation of the R and S units is
determined by the presence or absence of an IHB between them. When the IHB is
present, the C14–C13–C21–C22 torsion angle is close to ±50°, depending on
whether the E,F plane is ‘to the left’ or ‘to the right’ with respect to the D,C plane.
When the IHB is absent, the C14–C13–C21–C22 torsion angle is close to ±90°.
These four possibilities for the orientations of the two units are denoted by the

Table 1 Letters utilized in the acronyms denoting the conformers of michellamine A in this work,
and their meanings

Letter Meaning Letter Meaning

a Presence of the O43–H54⋅⋅⋅O44
IHB

h Presence of C–H61⋅⋅⋅O47

b Presence of the O44–H55⋅⋅⋅O45
IHB

t C14–C13–C21–C22 torsion angle
close to +50°

c Presence of the O42–H50⋅⋅⋅π
interaction

v C14–C13–C21–C22 torsion angle
close to −50°

d Presence of the O43–H54⋅⋅⋅π
interaction

p C14–C13–C21–C22 torsion angle
close to +90°

e Presence of the O44–H55⋅⋅⋅π
interaction

q C14–C13–C21–C22 torsion angle
close to −90°

f Presence of the O46–H59⋅⋅⋅π
interaction

x C24–C25–C31–C36 torsion angle
close to 90°

g Presence of C–H52⋅⋅⋅O41 y C24–C25–C31–C36 torsion angle
close to −90°
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letters t, v, p and q (Table 1). Different combinations of moieties’ orientations
correspond to different IHB-type interactions. For instance, the two cooperative
(a–b) IHBs are compatible with the t and v orientations between the R and S units,
but not with the p and q orientations. The potential energy profile for the rotation of
the C13–C21 bond between the two units shows that the minima correspond to the
conformers with two consecutive IHBs.

Fig. 2 Optimized geometries of the conformers of michellamine A and sets of letters identifying
their characteristics in the acronyms denoting them. Geometries from HF/6-31G(d,p) results. The
images illustrate the main combinations of interaction types and moieties’ orientations which may
be present in the conformers of michellamine A. The initial part of the acronyms is not reported
under the images, because of space reasons; it is the same for all the conformers (MCA)
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The isoquinoline and naphthalene moieties within each unit are approximately
perpendicular to each other, with the torsion angle close to ±90°. This is a known
tendency for aromatic systems bonded to each other [25] and without other types of
interactions (such as IHBs) which might determine different orientations [26].
Given the high number of possible combinations of different orientations and the
comparatively high computational cost per conformer in relation to the size of the
molecule, only the mutual orientation of the E,F and G,H moieties in the S unit was
varied, whereas the mutual orientation of the A,B and C,D moieties in the R unit
was kept the same for all the conformers (C6–C1–C11–C16 torsion angle close to
−90°). This is justified by the expected symmetric influence of analogous orien-
tations of the two moieties in the R and S units, and by the potential energy profile
for the rotation of the C1–C11 bond. The profile shows that the orientation with
C6–C1–C11–C16 close to −90° is the lowest energy one and the orientation with
C6–C1–C11–C16 close to +90° corresponds to another minimum, with nearly the
same energy as the −90° orientation. The two orientations are denoted by the letters
x and y (Table 1 and Fig. 2). The orientations with C6–C1–C11–C16 close to +90°
or to −90° do not imply different kinds of IHB-types interactions in the conformers,
because of the absence of mutual interactions between the isoquinoline moieties of
R and S. Thus, the consideration of different orientations of the E,F and G,H
moieties in the S unit provides sufficient information on the influence of the ori-
entations of the naphthalene and isoquinoline moiety within the same unit.

Geometries involving stacking interactions between different aromatic moieties
did not prove viable on optimisation.

Examples of how the acronyms describe the characteristics of individual con-
formers may be functional. MCA-a-b-c-f-g-h-x-t is a conformer characterized by
the presence of the O43}–H54⋅⋅⋅O44 and O44–H55⋅⋅⋅O45 IHBs (which are con-
secutive when present simultaneously), the O42–H50⋅⋅⋅π and O46–H59⋅⋅⋅π inter-
actions and the C–H52⋅⋅⋅O41 and C–H61⋅⋅⋅O47 interactions, and with the
C24-C25–C31–C36 torsion angle close to 90° and the C14–C13–C21–C22 tor-
sion angle close to 50°; MCA-b-c-d-g-h-y-q is a conformer characterized by the
presence of the O44–H55⋅⋅⋅O45 IHB, the O42–H50⋅⋅⋅π and O43–H55⋅⋅⋅π interac-
tions and the C–H52⋅⋅⋅O41 and C–H61⋅⋅⋅O47 interactions, and with the C24–C25–
C31–C36 torsion angle close to −90° and the C14–C13–C21–C22 torsion angle
close to −90°.

3.2 Results in Vacuo

Table 2 reports the relative energies of the calculated conformers of MCA in vacuo
and in the three solvents considered. The conformational preferences are influenced
by IHB patterns (the number and type of IHBs present in a conformer) and by the
mutual orientation of the two units and of the two moieties (naphthalene and
isoquinoline) within each unit. Three types of IHB interactions may be present:
O–H⋅⋅⋅O IHBs (the consecutive O43–H54⋅⋅⋅O44 and O44–H55⋅⋅⋅O45 IHBs,
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leading to the O43–H54⋅⋅⋅O44–H55⋅⋅⋅O45 sequence, or O44–H55⋅⋅⋅O45 alone);
O–H⋅⋅⋅π interactions between the O–H in an isoquinoline moiety and the closest π
system in the naphthalene moiety of the same unit (O42–H49⋅⋅⋅π, O46–H59⋅⋅⋅π) or
between an O–H in the naphthalene moiety of one unit and the closest π system in
the naphthalene moiety of the other unit (O43–H54⋅⋅⋅π, O44–H55⋅⋅⋅π); and C–
H⋅⋅⋅O interactions within an isoquinoline moiety (C–H52⋅⋅⋅O41 and C–H61⋅⋅⋅O47).

The conformers having all the IHB-type interactions simultaneously are the
lowest energy conformers. The two consecutive O43–H54⋅⋅⋅O44 and
O44–H55⋅⋅⋅O45 IHBs are cooperative, as each of them strengthens the other. They
have the strongest stabilizing effect, followed by a single O–H⋅⋅⋅O IHB. The
H-bond lengths indicate that the IHB within the E, F naphthalene moiety
(O44–H55⋅⋅⋅O45) is the strongest IHB.

The removal of the O44–H55⋅⋅⋅O45 IHB brings about the O44–H55⋅⋅⋅π inter-
action and the removal of the O43–H54⋅⋅⋅O44 IHB brings about the O43–H54⋅⋅⋅π
interaction. Each of these removals causes an increase in the energy of the con-
former. Comparison of the energies of conformers MCA-a-b-c-f-g-h-x-t and
MCA-c-d-e-f-g-h-y-p shows an energy increase of ≈8 kcal/mol. In some case, the
O–H⋅⋅⋅π interactions can have greater stabilizing effect than an IHB; for instance,
conformer MCA-c-d-e-f-g-h-y-p, which has all the O–H⋅⋅⋅π interactions (O42–
H49⋅⋅⋅π, O43–H54⋅⋅⋅π, O44–H55⋅⋅⋅π and O46–H59⋅⋅⋅π), has lower energy than
some conformers having O–H⋅⋅⋅O IHBs, such as MCA-a-b-g-h-y-v. Changes in the
mutual orientations of the moieties may cause energy differences of ≈1 kcal/mol.

The bond length (Å) of the O43–H54⋅⋅⋅O44 IHB is 1.753–1.761/DFT and
1.880–1.891/HF and that of O44–H55⋅⋅⋅O45 is 1.688–1.730/DFT and 1.749–
1.776/HF. The O⋅⋅⋅O distance (Å) is 2.660–2.669/DFT and 2.735–2.743/HF for
O43–H54⋅⋅⋅O44 and 2.560–2.589/DFT and 2.735–2.743/HF for O44–H55⋅⋅⋅O45.
The OĤO bond angle is 148.0°/HF and 153.0°/DFT for O43–H54⋅⋅⋅O44 and
143.0°/HF and 146.0°/DFT for O44–H55⋅⋅⋅O45. For the O–H⋅⋅⋅π interactions, a
bond length is not defined, as the acceptor is a whole π system and not an individual
atom. It may be convenient to consider the distance between the H atom of the
donor and the C atom in the aromatic system closest to it. The H⋅⋅⋅C distance thus
defined is slightly shorter when the interaction involves an O–H in the naphthalene
moiety of one unit and the closest π system in the naphthalene moiety of the other
unit (O43–H54⋅⋅⋅π and O44–H55⋅⋅⋅π) than when it involves an O–H in the iso-
quinoline moiety and the closest π system in the naphthalene moiety of the same
unit (O42–H49⋅⋅⋅π and O46–H59⋅⋅⋅π). The H⋅⋅⋅C distance (Å) is 2.269–2.381/DFT
and 2.302–2.398/HF for O43–H54⋅⋅⋅π and O44–H55⋅⋅⋅π, and 2.317–2.382/DFT
and 2.345–2.401/HF for O42–H49⋅⋅⋅π and O46–H59⋅⋅⋅π.

For the C–H⋅⋅⋅O interactions within the isoquinoline moiety (C–H52⋅⋅⋅O41 and
C–H61⋅⋅⋅O47), the H⋅⋅⋅O distance is ∼2.40 Å in both HF and DFT results. This
value is considerably longer than the H⋅⋅⋅O distance for O–H⋅⋅⋅O IHBs, consistently
with the fact that the C–H⋅⋅⋅O interaction is considerably weaker. The C⋅⋅⋅O
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distance for C}-\text{H52} \cdots \text{O41 and C–H61⋅⋅⋅O47 is 3.0 Å in both HF
and DFT results. The CĤO bond angle is ∼114.0°/HF and ∼116.0°/DFT for both
C–H52⋅⋅⋅O41 and C–H61⋅⋅⋅O47.

The calculated harmonic vibrational frequencies of the O–H bonds highlight the
frequency lowering (red shift) in correspondence to IHBs. Interesting enough, the
red shift of the frequency of O43–H54 when it acts as donor in the O43–H54⋅⋅⋅O44
IHB is smaller than would be expected for an OH engaged in an IHB in which the
acceptor O belongs to another OH, and is not dissimilar from the red shift of O44–
H55 when engaged in the O44–H55⋅⋅⋅O45 IHB although, in this case, the acceptor
is an ether O and the IHB might be expected to be weaker than with a phenol O. On
the other hand, the red shift of O44–H55 when the O43–H54⋅⋅⋅O44 IHB is not
present is smaller than when it is present. This can be viewed as a confirmation that
the two IHBs (O43–H54⋅⋅⋅O44 and O44–H55⋅⋅⋅O45) are cooperative.

The ZPE corrections are very close for all the conformers. Their ranges
(kcal/mol) are 554.6–556.1/HF and 516.0–517.5/DFT, with the greater values
corresponding to lower energy conformers. The relative energies corrected for ZPE
have the same trends as the uncorrected ones.

The ranges (Debye) of the values of the dipole moments in vacuo are 2.37–
8.28/HF and 2.05–8.00/DFT. Conformers with O–H⋅⋅⋅O IHBs have higher dipole
moment than conformers with O–H⋅⋅⋅π interactions. Conformers with only O–H⋅⋅⋅π
interactions (no O–H⋅⋅⋅O IHBs) have the smallest dipole moments. For instance,
MCA-c-d-e-f-g-h-y-p has all the O–H⋅⋅⋅π interactions and its dipole moment (HF) is
2.37 D, while MCA-a-b-c-f-g-h-y-v, with O–H⋅⋅⋅O IHBs, has 7.88 D dipole
moment. The orientation of the OH groups is a major factor influencing the dipole
moments. The same phenomenon is observed for the study of naphthylisoquinoline
alkaloids with antimalarial activity [10]. Different orientations of the R and S units
may cause 1–2 D difference in the dipole moments, and different orientations of the
isoquinoline and naphthalene moieties within each unit may cause 1–4 D difference
in the dipole moments.

The energy difference between the frontier orbitals (HOMO, Highest Occupied
Molecular Orbital, and LUMO, Lowest Unoccupied Molecular Orbital) is an
important molecular descriptor, as it relates to the molecule’s reactivity and other
properties. The HOMO-LUMO energy gap is smallest for conformers with con-
secutive O–H⋅⋅⋅O IHBs, slightly greater for conformers with one O–H⋅⋅⋅O IHB and
highest for conformers with only the other types of interactions. Thus, the lower
energy conformers also have lower HOMO-LUMO energy gaps. The estimation of
the HOMO-LUMO energy gap shows marked difference between HF and DFT
values. This is a known phenomenon, as DFT substantially underestimates the
values of the gaps [27, 28]. However, the two methods show similar trends. The
shapes of the HOMO and LUMO orbitals indicate greater concentration of elec-
trons in the naphthalene moieties than in the isoquinoline moieties. This phe-
nomenon was also observed for naphthylisoquinoline alkaloids with antimalarial
activity [10].
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3.3 Results in Solution

Of the three solvents considered, acetonitrile has higher dipole moment than water.
However, its effect on a number of molecular properties (relative energies, dipole
moments etc.) is intermediate between that of chloroform and that of water, as if its
polarity were intermediate. Therefore, wordings of the type “as the solvent polarity
increases” refer to the chloroform-acetonitrile-water sequence in terms of the effects
of these solvents on the properties considered, and not of the actual values of the
dipole moments of acetonitrile and water.

The relative energies of the conformers (Table 2) vary in different ways
according to the types of conformers. The four lowest energy conformers are the
same in all media, and are conformers with the two cooperative IHBs and the same
kinds of other IHB-type interactions, and differing only by the mutual orientations
of the moieties. Their relative energies remain below 1 kcal/mol in all the media,
although the relative energy sequence (including the identification of the lowest
energy conformer) may differ from one medium to another. For higher energy
conformers, the relative energy decreases as the solvent polarity increases—which
is the most common behaviour. If 3.5 kcal/mol is taken as a cautious highest
threshold value for conformers which might be responsible for the biological
activity, the results in water solution suggest that most conformers (all those with
relative energy ≤ 3.5 kcal/mol in water solution) might be considered as potential
responsible for the anti-HIV activity of MCA.

The ranges (kcal/mol) of the solvent effect (free energy of solvation, ΔGsolv) are
1.28–6.80/HF and 1.91–5.89/DFT in chloroform, 8.63–15.96/HF and 11.37–
16.70/DFT in acetonitrile and −22.08–(−11.43)/HF and −22.84–(−13.52)/DFT in
water. Table 3 reports the DFT results. ΔGsolv is markedly negative in water
solution, while it is positive in chloroform and acetonitrile solutions. Similarly, the
electrostatic component of ΔGsolv (Gel) has negative values in all the three solvents,
but markedly more negative in water. All this suggests that the molecule might have
greater solubility in water than in the other two solvents. The high polarity of this
molecule [3] would support this suggestion. A better understanding of the phe-
nomenon may derive from the investigation of adducts with explicit water mole-
cules, considering also the interaction of the water molecules with the π systems of
michellamine A; this will be the object of a separate work.

The presence and number of O–H⋅⋅⋅O IHBs and the O–H⋅⋅⋅π interaction appears
to have an effect on ΔGsolv. Conformers with two O–H⋅⋅⋅O IHBs and two O–H⋅⋅⋅O
interactions (a-b-c-f), with one O–H⋅⋅⋅π IHB and three O–H⋅⋅⋅π interactions
(b-c-d-f), with one O–H⋅⋅⋅O IHB and two O–H⋅⋅⋅π interactions (b-c-d) and with
three O–H⋅⋅⋅π interactions (c-d-e or d-e-f) have smaller ΔGsolv in all the solvents
than conformers without any O–H⋅⋅⋅π interactions (a–b), with one O–H⋅⋅⋅O IHB
and one O–H⋅⋅⋅π interaction (b–d) or with two O–H⋅⋅⋅π interactions (d–e). The
conformer with all the O–H⋅⋅⋅π interactions (MCA-c-d-e-f-g-h-y-p, having four O–
H⋅⋅⋅π interactions) has the smallest ΔGsolv in chloroform and acetonitrile and among
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the smallest in water. The presence or absence of C–H⋅⋅⋅O interactions does not
appear to influence the values of ΔGsolv and Gel.

The dipole moment of the conformers increases with the solvent polarity.
The presence of O–H⋅⋅⋅O IHBs and of other IHB-type interactions has an

influence on the changes in the HOMO-LUMO energy gap caused by the solvent.
The HOMO-LUMO energy gaps of conformers with the two consecutive O–H⋅⋅⋅O
IHBs (a–b), with one O–H⋅⋅⋅O IHB and one O–H⋅⋅⋅π interaction (b–d) and with
three O–H⋅⋅⋅π interactions (c-d-e or d-e-f) increase as the solvent polarity increases.
For conformers with one O–H⋅⋅⋅O IHB and two O–H⋅⋅⋅π interactions (b-c-d), the
gap increases in chloroform and decreases in acetonitrile and water. For conformers
with one O–H⋅⋅⋅O IHB and three O–H⋅⋅⋅π interactions (b-c-d-f), it increases in
chloroform and acetonitrile and decreases in water. For conformers with all the
O–H⋅⋅⋅π interactions (c-d-e-f), it decreases as the solvent polarity increases. The
orientation of the moieties does not significantly affect the effect of the solvent on
the HOMO-LUMO energy gap.

4 Discussion and Conclusions

The results of an HF/6-31G(d,p) and DFT/B3LP/6-31+G(d,p) computational study
of michellamine A—a naphthylisoquinoline alkaloid with anti-HIV activity- in
vacuo and in three solvents highlight the main properties of this molecule. Con-
formational preferences and other properties are influenced by the presence of O–
H⋅⋅⋅O IHBs and other IHB-type interactions, such as O–H⋅⋅⋅π and C–H⋅⋅⋅O, and by
the mutual orientations of the moieties. The O–H⋅⋅⋅O IHBs are the dominant factor
determining conformational preferences and energetics. The number of calculated
conformers, and the fact that other input geometries optimized to one or another
of the conformers presented in this work, suggests that the conformational
study is sufficiently complete and has identified all the conformers with
not-excessively-high energy.

The low relative energy of many conformers in water solution suggests that a
comparatively high number of conformers may be involved in the molecule’s
biological activity. The values of the free energy of solvation suggest greater sol-
ubility in water than in the other two solvents considered in this study, which would
be consistent with the high polarity of the molecule. A separate study might con-
sider adducts of michellamine A with explicit water molecules, to better understand
its behaviour in water solution.

References

1. Global Report (2013) UNAIDS, report on the global AIDS epidemic
2. www.who.int/mediacentre/factsheets/fs360/en
3. Boyd MR (1994) J Med Chem 37:1740–1745

Computational Study of Michellamines: Naphthylisoquinoline … 315

http://www.who.int/mediacentre/factsheets/fs360/en


4. Bringmann G, François G, Aké Assi L, Schlauer J (1998) Chimia 52:18–28
5. Bringmann G, Zagst R, Schäffer M, Hallock YF, Cardellina JH II, John H, Boyd MR (1993)

Angew Chem 105:1242–1243
6. Hallock YF, Manfredi KP, Dai JR, Cardellina JH II, Gulakowski RJ, McMahon JB, Schäffer

M, Stahl M, Gulden KP, Bringmann G, François G, Boyd MR (1997) J Nat Prod 60:677–683
7. Bringmann G, Zhang G, Ölschläger T, Stich A, Wud J, Chatterjee M, Brun R (2013)

Phytochem 91:220–228
8. Lee C, Yang W, Parr RG (1988) Phys Rev B 37:785–789
9. Harvey JN (2004) In: Nkaltsoyanis N, McGrady JE (eds) Principles and applications of

density functional theory in inorganic chemistry II, Springer, p 170
10. Mammino L, Bilonda MK (2016) Theor Chem Acc 135:101. doi:10.1007/s00214-016-1843-7
11. Mammino L, Kabanda MM (2012) Int J Quantum Chem 112:2650–2658
12. Mammino L, Kabanda MM (2013) Molec Simul 39:1–13
13. Irikura K, Johnson RD III, Kacker RN (2005) J Phys Chem A 109:8430–8437
14. Merrick JP, Moran D, Radom L (2007) J Phys Chem A 111:11683–11700
15. Barone V, Cossi M (1997) J Chem Phys 107:3210–3221
16. Tomasi J, Mennucci B, Cammi R (2005) Chem Rev 105:2999–3093
17. Barone V, Cossi M, Tomasi J (1998) J Comput Chem 19:404–417
18. Cossi M, Scalmani G, Rega N, Barone V (2002) J Chem Phys 117:43–54
19. Cancès E, Mennucci B, Tomasi J (1997) J Chem Phys 107:3032–3041
20. Tomasi J, Mennucci B, Cancès E (1999) THEOCHEM 464:211–226
21. Frisch MJ, Trucks GW, Schlegel HB, Scuseria GE, Robb MA, Cheeseman JR, Mont-

gomery JA, Vreven T, Kudin KN, Burant JC, Millam JM, Iyengar SS, Tomasi J, Barone V,
Mennucci B, Cossi M, Scalmani G, Rega N, Petersson GA, Nakatsuji H, Hada M, Ehara M,
Toyota K, Fukuda R, Hasegawa J, Ishida M, Nakajima T, Honda Y, Kitao O, Nakai H,
Klene M, Li X, Knox JE, Hratchian HP, Cross JB, Adamo C, Jaramillo J, Gomperts R,
Stratmann RE, Yazyev O, Austin AJ, Cammi R, Pomelli C, Ochterski JW, Ayala PY,
Morokuma K, Voth GA, Salvador P, Dannenberg JJ, Zakrzewski VG, Dapprich S,
Daniels AD, Strain MC, Farkas O, Malick DK, Rabuck AD, Raghavachari K, Foresman JB,
Ortiz JV, Cui Q, Baboul AG, Clifford S, Cioslowski J, Stefanov BB, Liu G, Liashenko A,
Piskorz P, Komaromi I, Martin RL, Fox DJ, Keith T, Al-Laham MA, Peng CY,
Nanayakkara A, Challacombe M, Gill PMW, Johnson B, Chen W, Wong MW, Gonzalez C,
Pople JA (2003) Gaussian 03. Gaussian Inc, Pittsburgh.

22. Pascual-Ahuir JL, Silla E (1990) J Comput Chem 11:1047
23. Silla E, Villar F, Nilsson O, Pascual-Ahuir JL, Tapia O (1990) J Mol Graph 8:168–172
24. Silla E, Tunon I, Pascual-Ahuir JL (1991) J Comput Chem 12:1077–1088
25. Hunter CA, Lawson KR, Perkinsa J, Urchb CJ (2001) J Chem Soc Perkin Trans 2:651–669
26. Kabanda MM, Mammino L (2012) Int J Quant Chem 112:519–531
27. https://www.wiki.ed.ac.uk/display/EaStCHEMresearchwiki/How+to+analyse+the+orbitals+

from+a+Gaussian+calculation
28. Zhang G, Musgrave CB (2007) J Phys Chem A 111:1554–1561

316 L. Mammino and M.K. Bilonda

http://dx.doi.org/10.1007/s00214-016-1843-7
https://www.wiki.ed.ac.uk/display/EaStCHEMresearchwiki/How%2bto%2banalyse%2bthe%2borbitals%2bfrom%2ba%2bGaussian%2bcalculation
https://www.wiki.ed.ac.uk/display/EaStCHEMresearchwiki/How%2bto%2banalyse%2bthe%2borbitals%2bfrom%2ba%2bGaussian%2bcalculation


Integrated Computational Studies
on Mutational Effects
of a Nylon-Degrading Enzyme

Takeshi Baba, Katsumasa Kamiya and Yasuteru Shigeta

Abstract We investigate the mutational effects on a particular mutant of the nylon
oligomer hydrolase (NylB), Y170F, whose enzymatic activity is about 1/80 times
smaller than that of the wild type (WT). To this aim, we have investigated them by
several computational schemes and analyzed obtained data to reveal mutational
effects due to Y170F. First, classical molecular dynamics (MD) simulations were
performed to measure the stability of substrate-enzyme complexes. Owing to a
replacement of Tyr170 by Phe170, it is found that water molecules flow to an active
site, which might avoid the substrate degradation. Next, by using QM/MM
Car-Parrinello molecular dynamics (QM/MM CPMD) complemented with
meta-dynamics (Meta-D), we provide a detailed insight into the underlying acy-
lation mechanism. Our results show that while in the WT the Tyr170 residue points
the NH group towards the proton-acceptor site of an artificial amide bond, hence
ready to react, in the Y170F this does not occur. The reason is ascribed to the
absence of Tyr170 in the mutant, replaced by phenylalanine, unable to form
H-bonds with the amide bond, thus resulting in an increase of the activation barrier
by 11 kcal/mol. Nonetheless, despite the lack of H-bond between the Y170F and
the mutant, also in this case the highest free energy barrier for the induced-fit is
similar to that of WT revealed by Parallel Cascade MD (PaCS-MD) with free
energy analyses. This seems to suggest that, in the induced-fit process, kinetics is
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little affected by the mutation. We also evaluated interaction energy between the
substrate and amino acid residues in NylB and its changes upon the induced-fit
processes by using fragment molecular orbital (FMO) method.

1 Introduction

1.1 Experimental Results for Nylon-Oligomer
Degrading Enzyme

Currently, developments in separation and purification technologies for the envi-
ronment have been promoted by governments, research institutes, and companies
all over the world, and some of the technologies are now put into practice. These
are mainly categorized as chemical, physical, and biological treatments. Among
them, the bioremediation has been attracted much attention from both basic sci-
ences and industrial uses due to high ability of microorganism for adaptive capacity
toward the environment and material decomposition. Especially, the researches
targeted for searching microorganism that degrade artificial compounds and their
degrading enzyme have been extensively conducted.

Since polymers are one of the hard materials of the decomposition process,
researches on both synthesis and degradation of the biodegradable polymers have
also been actively conducted. Nylon-6 is synthesized via the ring-opening poly-
merization of ε-caprolactams [1]. Nylon-6 is very tough with high heat and
chemical resistance and has been widely used as a raw material for the textile and
plastic fiber. Annually several million tons of Nylon-6 has been produced. How-
ever, nylon factories also produce nylon-oligomers, which have low polymerization
degrees of 6-aminohexanoate (Ahx) units, as industrial wastes.

Nylon-oligomer hydrolases found in the Arthrobacter sp. KI72, which was
discovered in soil nearby nylon factories, can degrade the nylon-oligomers. Three
different Nylon-oligomer hydrolases are encoded in a plasmid pOAD2, and various
genetic and biochemical studies have been made [2–7]. Among them,
Ahx-liner-dimer (Ald) hydrolase (NylB) has received particular attention, since
NylB degrades the amide bond in a linear Ahx oligomer such as the Ald and
recycles Ahx as the raw material. According to the genetic analyses, NylB has a
closely resemble enzyme, NylB*, with 88% sequence identity. Despite the simi-
larity, NylB* has reaction activity to the substrate (Ald) 1/200 times lower than
NylB [3]. To enhance their reactivity and to overcome the difficulty in their crys-
tallization, hybridizations of NylB and NylB* and random and site-directed muta-
genesis works [8–13] have been made to find Hyb-24Y (one mutation of D370Y
from Hyb-24), Hyb-24DY (double mutation of G181D and D370Y from Hyb-24),
Hyb-24DN, and Hyb-24DNY, for which the relevant kinetic parameters, i.e. the
Michaelis constant (KM) and the rate constant (kcat), could be determined (See

318 T. Baba et al.



Table S-1) [11]. At present, Hyb-24DNY possesses the highest activity among all
the known mutants (we hereafter refer it to “wild-type” (WT) for simplicity).

According to the similarities in the amino acid sequence and the structure, NylB
is classified in class C of the β-lactamase family. NylB has a catalytic triad com-
prised of Ser112, Tyr215, and Lys115, which can promote the hydrolysis of amide
and/or ester bonds [14]. X-ray crystallographic analyses reveal that the WT takes
two different conformations, (i) a substrate-free form (open form) and (ii) a
substrate-bound form (closed from) (See Fig. 1 for details) [9, 11]. Among the
enzymes of the same family, the distinctive feature of NylB is the presence of a
unique amino acid residue, Tyr170, near the catalytic triad, which forms a hydrogen
bond (H-bond) with the substrate (Ald). In the present review, we focus on the role
of Tyr170 and mutational effects of Tyr170 on a series of enzymatic reactions in
detail.

1.2 Theoretical Analyses on Reaction Mechanism of WT

By using a reactive quantum mechanics/molecular mechanics (QM/MM) [15]
Car-Parrinello molecular dynamics (CPMD) [16] based on the density functional
theory (DFT) [17] enhanced with a meta-dynamics (Meta-D) approach [18], we
have recently worked out its catalytic mechanism and related functional/structural
specificities [19]. Specifically, the cleavage of the amide bond and the formation of
the acyl-enzyme occur along the reaction path from (a) to (f) in Fig. S-1. Among
these reaction steps, the reaction from (b) to (c) is the rate-limiting step and is
characterized by a free energy barrier of ∼21 kcal/mol. This result is in good

Fig. 1 X-ray structure of the NylB type nylon-oligomer hydrolase from Open form (in cyan and
purple) to closed form (in black and green). Details of residues and reaction coordinates,
corresponding to the region inside the circle. In the Y170F mutant, Tyr170 is replaced with
Phe170
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agreement with the reported experimental value of ∼17 kcal/mol estimated from
the Eyring-Polanyi equation assuming the experimental kcat value of 3.2 s−1 [20].
The resulting reaction mechanism is typical of a catalytic triad (Ser112: nucle-
ophilic attack, Lys115: general base, Ty215: general acid) in serine proteases.
However, it involves the crucial participation of a unique amino acid residue,
Tyr170.

According to our preceding results, Tyr170 is expected to have two crucial
functional roles, i.e. (1) a stabilization of the substrate-binding state and (2) en-
hancement in the proton-donation from a general acid to the substrate amide N in
the tetrahedral intermediate. To know roles of a specific amino acid residue, it is
worth comparing the WT with the mutant. However, the introduction of a mutation
may affect various intermediate reaction step, since the enzymatic reactions undergo
via complicated multistep reactions. Indeed, for validation of their mechanism, we
need to consider effects of an introduction of mutation such as Y170F on both the
enzymatic reaction and the substrate binding processes. In the following, we per-
formed several theoretical analyses on the Y170F mutant in comparison with the
WT to genuinely know both (1) and (2).

2 Results and Discussion

2.1 Preparation of Target Systems

Before starting both classical and first-principles molecular dynamics (MD) simu-
lations of the NylB and mutants, model structures were constructed from the X-ray
coordinates of the WT (PDB ID: 2ZMA) of NylB registered in the Protein Data
Bank (PDB). Since the Ser112 had been replaced by Ala112 in the X-ray coordi-
nates of the WT due to prevent the enzymatic reaction to a substrate, we replaced
the Ala112 with Ser112 and also added missing amino acid residues by hand to
yield a model structure for the WT. The WT model was first solvated in water
(described by a TIP3P force field) [21] solvation box, and sodium ions were also
added o neutralize the system (totally 41403 atoms in the simulation box). To
obtain Y170F and E168Q mutants, we also altered the original amino acid residues,
Tyr170 and Glu168, into the corresponding ones, Phe and Gln, respectively.
Similarly, a Hyb-24 model was constructed by replacing Asp181, Asn266, and
Tyr370 into Gly, His, and Asp from the WT model at the same time. These mutant
models were also solvated and neutralized with the same manner.

All MD simulations were performed using the PMEMD module of the AMBER
program package [22, 23]. For the force field parameters for proteins (the WT and
mutants), the standard Amber ff99 model was adopted. On the other hand, those for
a substrate (Ald), the force field parameters were generated by AMBER GAFF tool
in the Antechamber program [22]. The protonation states were first determined with
PROPKA, an empirical method developed by the group of Jensen [24–27], and then
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adjusted by direct inspection of their local hydrogen bonding environments to
promote the acylation, where Lys115 is deprotonated as a general base. For the
classical MD simulations, a time step was set to Δt = 2 fs with the SHAKE
algorithm [28] and the particle mesh Ewald method with a cutoff of 12.0 Å was
used for long-range Coulombic interaction. After a 10 ns NPT simulation for the
WT model (T = 300 K and P = 1 atm), the box size of the 3D periodic cell was
determined as V = 77.57 × 76.62 × 69.30 Å3, which was confirmed that the
substrate-enzyme complex is well separated from the periodic images, so that an
influence due to NylB in neighboring cells are considered to be small. In the
production runs, 25 ns NVT simulations were performed at T = 300 K. For all
mutants, corresponding amino acid residues were replaced as mentioned above and
the classical MD simulations were performed under the same conditions.

2.2 Classical Molecular Dynamics Simulation for Stability
of Ligand Binding

To obtain structural insight into the differences among the WT, E168Q, and Y170F
mutants, we analyzed statics of numbers of water molecules nearby the substrate
and H-bonds between the substrate and a loop segment [29]. The representative
snapshots are shown in Figs. 2. In the WT, Y170 of the loop-segment always forms
H-bonds to the Ald and E168 (Fig. 2a). This H-bond network leads to the stabi-
lization of the substrate-enzyme complex, where no water molecule easily accesses
the catalytic site. On the other hand, in the E168Q and Y170F mutants (Fig. 2b, c),
the Y170 residue in E168Q or the F170 residue in Y170F become far away
from the catalytic site to create a cavity nearby the substrate. One or two water
molecules sometimes come in the cavity. When the cavity exists, water molecules
stays in the cavity and frequently access the substrate.

Fig. 2 Representative structure (upper panels) and Molecular surface (lower panels) of the
catalytic site for a the wild-type, b E168Q, and c Y170F. The surface was drawn with a probe
radius of 1.4 Å. In the mutants, some water molecules (yellow ball) exist nearby the substrate
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To quantify the stability of the enzyme-substrate complex, three H-bonds
between the amino acid residue in the enzyme (S112, I345, and Y170 or F170) and
substrate were counted. For WT, three H-bonds form for more than 90% of the total
simulation time, indicating that the enzyme-substrate complex is quite stiff. On the
other hand, for the E168Q mutant, those form for about 40%. To make matters
worse, three H-bonds in the Y170F mutant only forms for 10%. These results
clearly show that the remarkable difference in the loop-segment dynamics between
the WT and the mutants results in the formation of the cavity nearby the substrate
and influx of water molecules into the cavity.

The present MD calculations indicate that the mutations (E168Q and Y170F)
lead to three mutational effects on the NylB: (1) a loosening of the substrate
binding, (2) a large fluctuation of the loop-segment, and (3) a loss of water
exclusivity around the catalytic site. Thus, our calculations show that the movement
of the loop-segment is important for regulating the reaction mechanism of NylB, in
consistent with previous biochemical experiments. This result also suggests that the
water molecules near the catalytic site may serve as an inhibitor for degrading the
substrate. This problem will be touched in the following section.

2.3 QM/MM CPMD Simulations for Acylation Processes

The acylation reaction, which involves cleavage of an amide C-N bond and for-
mation of chemical bonds, was simulating within a hybrid QM/MM CPMD
enhanced with Meta-D approach. In our particular systems, the QM region is
composed of 103 (102) atoms for the WT (the Y170F mutant) embedded in the
MM region of the rest part (Fig. 3 left panel). The total net charge for the QM

Fig. 3 Structure and main amino acid residues of NylB. (Left) The QM region used in our hybrid
QM/MM simulations. QM atoms are shown as balls and sticks, whose colors code are gray for C,
red for O, blue for N and white for H, and the yellow ribbon shows the secondary structure. (Right)
The reaction coordinate (red arrow) and other fundamental distances (green, blue and magenta)
used to drive and monitor the reaction
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subsystem equal to -e and the hydrogen link atom scheme was adopted to model the
interface between the QM and the MM regions.

For this analysis, the CPMD program package [30] was used for all these
simulations. The electronic structure is treated at the density functional theory
(DFT) level with an HCTH exchange-correlation functional, [31] where the
core-valence interaction is described by Martins-Troullier pseudopotentials [32] and
valence electrons are represented in a plane wave basis set with energy cut off of 70
Ry. All QM/MM CPMD simulations were done in NVT ensemble at T = 300 K
and the same volume used in the classical MD simulations. The fictitious electron
mass, μ, was set to 400 a.u. and the time step adopted was Δt = 4 a.u. (0.096 fs).
Classical MM interactions were also described by the Amber ff99 force field. For
the Meta-D simulations [18], we selected the distance between Oγ atom (OG) of
Ser112 and carbonyl carbon (C1) of Ald393 (see Fig. 3 right panel) as a single CV,
sα, which properly represents the nucleophilic attack of Ser112 to the amide carbon
in the substrate. The mass Mα and force constant kα for the collective variables are
typically set to 20 and 0.24 a.u. The history dependent potential was constructed by
accumulation of small Gaussian penalty functions with the height and the width of
0.5 kcal/mol and 0.3 a.u., respectively, and a new Gaussian function was added
every 140 steps (13.44 fs), which will be referred to as one meta-step hereafter. For
the present purpose, this can be assumed to be a completion of the acylation process
and the difference between the free energy barriers for acylation in the WT and
Y170F mutant could be estimated.

In order to clarify the differences between the WT and the Y170F mutant during
the acylation, the structural changes of the Y170F mutant during the acylation are
sketched in Fig. 4a–c. Especially when the substrate accepts the H atom from
Tyr215 (see Fig. 4c for Y170F mutant), it is stressed here that the WT takes almost
the same configuration as depicted in Fig. 4d.

Before the acylation, the amide bond and the neighboring atoms in the Ald are
initially located on the amide plane. When the acylation occurs, the H atom
belonging to –OH group of Ser112 is donated to Lys115 and the O atom of it
attacks the amide bond forming an sp3 bonding configuration with the amide car-
bonyl C atom in the Ald, resulting in the breaking of the amide plane (see Fig. 4a).
Herein, the amide N atom also tends to form an sp3 geometry and can accept a H
atom from another site. In the case of WT, –OH group of Tyr170 forms a H-bond
with the amide–NH group of the Ald, and then this H-bond restricts the lone pair of
N atom in the Ald to orient toward Tyr215 (see Fig. 4d). This configuration enables
the N atom in the Ald to easily accept the H atom from Tyr215. In the Y170F
mutant, the absence of Tyr170 and its H-bond does not allow the amide NH group
to keep a configuration suitable to accept the H atom from Tyr215 (see Fig. 4b, e),
resulting in a suppression of the amide bond cleavage activity.

After a few additional meta-steps, a water molecule comes from the surrounding
solvent and forms an H-bond with the amide NH group of the Ald as shown in
Fig. 4c, where the water molecule takes the place of Tyr170 in the WT, and the
conformation of the rest part resembles closely to the WT (Fig. 4d) as mentioned
before. This means that the H-bond of the water to the amide NH group must help
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the Ald to accept the H atom from Tyr215 by controlling the direction of NH group
as in the WT. These results indicate that the formation of an H-bond to the amide
NH group in the Ald is indispensable to trigger the H transfer from Tyr215 and that
the unique amino acid residue, Tyr170, assist the NylB in breaking the amide bond
efficiently. Thus, it is expected that Tyr170 is the crucial residue that complements
the catalytic triad to realize the acylation in this enzyme. Indeed, lack of Tyr170
results clearly in the suppression of the enzymatic activity by about 1/80, meaning
higher free energy barrier is needed to undergo the acylation.

Generally speaking, amines have two different sp3 configurations as shown in
Fig. 4e. The conformational change between them is well known as an umbrella
inversion, whose free energy barrier is about 6 kcal/mol for an ammonia molecule
in the gas phase [33]. The free energy difference between the WT and the Y170F

Fig. 4 Local structures and related differences between Y170F and WT relevant to the acylation
process. Panels (a), (b), and (c) correspond to the structures taken from specific meta steps (see
Fig. S-2 for detail) Panel (d) shows the WT for comparison. A schematic picture of the difference
between Y170F and WT is shown in (e), where red arrow indicates the donation of electron to
form a chemical bond
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mutant regarding the activation barrier (∼11 kcal/mol, according to our estimates)
might be compatible with the results obtained via the umbrella inversion in a
protein environment. In the previous study, it is also pointed out that the orientation
of the lone pair of the N atom of the scissile amide bond is a crucial feature of
enzyme catalyzed amide bond hydrolysis [34]. It is noteworthy that our present
results are entirely consistent with the preceding study.

2.4 Classical Molecular Dynamics Simulation for Induced
Fit Processes

In general, the most of the enzymes have strong substrate specificity, which is often
likened to the relation between “lock and key” [35]. However, when a substrate
attaches to an enzyme, some of the substrate-enzyme complex changes the structure
to tightly interact with each other. This structural change is known as an
“induced-fit” process [36]. As mentioned before, accurate X-ray crystallographic
analyses and bioengineering experiments have shown that the NylB has a unique
amino acid residue, Tyr170, that forms H-bond with the substrate after the substrate
binding to the NylB [2–11, 14]. According to the X-ray crystallographic data, there
exist two different conformations of the NylB and the NylB-Ald complex. One is a
substrate-free form (open form), and the other is a substrate-bound form (closed
form) [9, 11]. By comparing two structures, the closed form involves a substantial
movement of the loop-segment N166–V177 towards the substrate, and the other
parts overlap mutually with each other. This difference translates into the
induced-fit (see Fig. 1). However, no information has been obtained concerning
their formation process and how the substrate-enzyme complex is stabilized upon
the induced-fit. Moreover, it is quite interesting to know the mutational effects on
the induced-fit process by replacing Tyr170 by Phe170.

The PaCS-MD simulations, [37] which generate reactive trajectories from a
reactant (open form, PDBid: 2ZM0) to a product (closed form, PDBid: 2ZMA),
have been performed to investigate differences in the induced-fit processes of the
WT and the Y170F mutant. As the reaction coordinates, the root mean square
displacements (RMSD) of the loop-segment (Asn166-Val177) except for all
hydrogen atoms and Cα atoms RMSD of the 111th to 116th residues are adopted in
PaCS-MD simulations. All PaCS-MD simulations were carried out using the
PMEMD module of the AMBER14 package again with AMBER ff99 force field
[22]. After a series of PaCS-MD simulations, the free energy change due to the
induced-fit was evaluated on the basis of a multiple independent umbrella sampling
(MIUS) [38] with a weighted histogram analysis method (WHAM) [39]. In MIUS,
2000 reference structures taken from reactive trajectories detected in the PaCS-MD
simulations were used, where biased umbrella potential with a coupling parameter
k = 0.5 kcal/mol Å2 was imposed on the loop-segment, apart from H atoms, the
nitrogen atom of the amide bond of Ald, and the Cα atoms of the 111th to 116th
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residues. Using WHAM, the free energy landscape (FEL) were projected onto two
distinct distances: the distance between Cδ atom of Glu168 and Cα atom of Ser217,
d1, and the one between Hζ atom of Phe170 in the Y170F mutant (Oζ atom of
Tyr170 in the WT) and N atom in amide bond of Ald393, d2 [40].

Two-dimensional FEL along two different reaction coordinates are depicted for
the WT (Fig. 5a) and the Y170F mutant (Fig. 5b) [40]. These figures clearly show
that there exist two remarkable feature in these FELs. One is a difference in the
number of (meta-) stable structures, i.e. seven minima in the WT, while four in the
Y170F mutant. The other is the size of each basin, where these local minima
are located. The global FEL minimum along d2 direction (left-bottom area) in the
Y170F mutant is wider than that in the WT. This indicates that Phe170 in the
Y170F mutant more largely fluctuates than Tyr170 in the WT, resulting in
the inflow of a water molecule as noted in Sects. 2.1 and 2.3. Although Glu168 is a
residue common to both the WT and the Y170F mutant, Glu168 forms an H-bond
with the substrate and Ser217 in the WT, but the fluctuation of Phe170 again
prevents Glu168 from forming any H-bond with Ser217. Despite this remarkable
structural difference, the free energy gain of the Y170F mutant due to the
induced-fit is nearly identical to that of the WT. These results suggest that the
mutational effect on the shape of FEL in the induced-fit process is remarkable,
while that on the stabilization energy is rather small.

2.5 FMO Analyses of Enzyme-Substrate Bound States

An inter-fragment interaction energy (IFIE) analyses based on the fragment
molecular orbital (FMO) method were utilized to investigate the importance of
Tyr170 in the substrate specificity [41–43]. All FMO calculations were carried out
as implemented in the ABINIT-MP program suite [43] at the FMO2 MP2/6-31G(d)

Fig. 5 Free energy landscapes for induced-fit process in the Y170F mutant (a) and the WT (b)
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level. To reduce the computational costs, we restrict ourselves to treat only one
structure for each mutant obtained after 10 ns classical MD simulations. Moreover,
we neglect surrounding water molecules except for those within a region of 15 Å
around the substrate [44]. To clarify which moiety is interact with specific amino
acid residues, we also divide the substrate (Ald) into three fragments (C-terminus:
Ald(1), Amide-bond: Ald(2), and N-terminus: Ald(3)) as illustrated in Fig. 6.
According to Table 1, the IFIE value between Asp181 and Ald(3) stronger than that
between Tyr170 and Ald(2). On the other hand, the interaction between NylB and
Ald(3) lacks in Hyb-24. Although the IFIE value between Phe170 in the Y170F
mutant and Ald(2) becomes weaker than that between Tyr170 in the WT and Ald
(2), the decrease of the IFIE is less pronounced than that to Ald(3) of the Hyb-24.
These results quantitatively suggest that Tyr 170 is less important than Asp181 for
the particular substrate binding. Indeed, available kinetics data on a double muta-
tion of G181D and D370Y on Hyb-24, (kcat/KM = 0.35 s−1mM−1, KM = 7.1
1.28 mM−1) and of Hyb-24Y, in which a single mutation of D370Y from Hyb-24
is present, (kcat/KM = 0.016 s−1nM−1, KM = 39.1 ± 6.73 mM−1), indicate rather
clearly that Asp181 contributes to enhancing the substrate specificity.

3 Conclusion

In the present review, we have demonstrated how Tyr 170 (and partly Asp181) in
NylB work in the series of enzymatic reactions, (1) conformational change due to
mutations, (2) the enzymatic reactions, (3) the induced-fit process, and (4) the
stability of the enzyme-substrate binding by using a combination of different the-
oretical methods such as (a) classical MD, (b) QM/MM CPMD accelerated with
Meta-D method, (c) PaCS-MD, and (d) FMO.

Our results show at which steps of this complex process Tyr170 and Asp181 are
involved and which are their respective effects on the whole process. Specifically,

Fig. 6 a Schematic view of
the interactions between the
most relevant amino acid
residues and the substrate. For
clarity, the ALD is divided
into three fragments, the
C-terminal, the peptide site,
and the N-terminal, labeled as
ALD(1) (blue), ALD(2)
(pink), and ALD(3) (green),
respectively

Integrated Computational Studies on Mutational … 327



Tyr170 mainly contributes to the acylation step and plays a subsidiary role in the
stabilization of the enzyme-substrate complex to form H-bond with NH group in the
Ald. By the free energy changes during the acylation and the induced-fit steps upon
the mutation, the former process in the Y170F requires the overcoming of an
activation barrier, which is 11 kcal/mol higher than the WT case, resulting in the
suppression of the acylation in the Y170F mutant. On the other hand, for the
induced-fit process of the Y170F mutant, although the shape of the free energy
landscape changes drastically compared with the WT, the free energy barrier is
nearly unchanged, suggesting that the kinetics of the induced-fit is barely affected
by this mutation. This is also supported by the inter-fragment interaction energy
(IFIE) analyses. Although the IFIE value between Phe170 in the Y170F mutant and
the substrate is a bit lower than that between Tyr170 in the WT and the substrate, a
decrement is smaller than the mutational effects due to G181D in Hyb-24. On the
other hand, the IFIE analyses also suggest that Asp181 mainly contributes to the
substrate specificity in the enzyme-substrate, while the influence on the hydrolytic
activity is rather negligible.
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Damage Induced by Proton Collisions
on Building Blocks of Life

Marie-Christine Bacchus-Montabonel

Abstract Analysis of the mechanism involved at the molecular level in the action
of radiations on biomolecular systems is of main interest in cancer therapy research.
Ion-induced ionization appears at the early stage of damage before fragmentation of
the biomolecule. We have investigated such a reaction step focusing on the ion-
ization of the biomolecule by charge transfer from the incident ion. Taking account
of the great impact in proton-therapy treatments, we have considered
proton-induced collisions, looking at a series of different biomolecular targets,
mainly the DNA and RNA building blocks with on a one hand the nucleobases
uracil and thymine, and on the other hand the 2-deoxy-D-ribose sugar skeleton in
both furanose and pyranose forms. The study has been extended to possible pre-
cursors of the nucleobases, 2-aminooxazole and hydantoin, recently observed in
space. The question of the reactivity and stability of prebiotic compounds in
astrophysical environments is indeed crucial if one considers the possibility of an
exogen origin of life. In proton-rich regions of space, collisions with protons could
be fundamental. The calculations have been performed by means of ab initio
quantum chemistry molecular methods followed by a semi-classical collision
treatment in a wide collision energy range. The present analysis provides infor-
mation on the respective behavior of the different biomolecular targets which may
identify qualitative trends in proton-induced damage.
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1 Introduction

Ionizing radiations induce severe lesions to DNA [1] but, besides the direct primary
radiation, important damage has been shown to be caused by the secondary par-
ticles as low-energy electrons, radicals or ions, generated along the ionizing radi-
ation track [2]. DNA damage driven by secondary electrons or radicals has been
widely investigated [3, 4], but more and more interest is devoted to collisions with
ions, in particular proton and carbon ions with regard to proton- and hadron-therapy
cancer treatments. Such studies may be supported by time-of-flight gas phase
experiments, generally performed at keV energies [5–7] but also at lower eV
energies [8, 9] combined with ab initio theoretical approaches [10, 11].

Looking to proton-induced damage, interest may be focused first on DNA and
RNA building blocks, nucleobases or sugar part as well as on the phosphate
group. Effectively, behaviour of nucleobase targets has been widely analysed in
collision experiments in the gas-phase [6, 7] as well as in theoretical approaches
[10–13], but mainly with carbon impact ions. The 2-deoxy-D-ribose sugar moiety
has been also investigated experimentally [5, 8] and theoretically [14–16] with
respect to the conformation of the sugar, either a five-membered furanose form in
DNA, or a six-membered pyranose form preponderant in the gas phase. An
exhaustive study with a comparative analysis of the behaviour of the different
biomolecular targets in collision with protons could point out qualitative propen-
sities in the proton-induced damage mechanism.

The study may be extended to possible precursors of these DNA and RNA
building blocks. Numerous complex organic molecules (COM) have indeed been
detected in various astrophysical environments, interstellar medium, meteorites or
comets and great interest is focused on potential precursors of life [17, 18]. The
question is not only to understand how these compounds could be formed in the
interstellar medium or on icy grains, but also how they can survive under spatial
conditions [19]. In proton-rich regions, as ionized clouds (H II region), behaviour of
COM in collision with protons could be fundamental. Depending on the astro-
physical environment such collisions may occur at very different temperatures [20],
from 10 K (∼ meV) in the interstellar medium, to 104 K (∼ 10 eV) or more in
evolved stars. They could induce the destruction of involved COM’s and have to be
considered in the formation and destruction reaction sequences. In order to analyse
proton-induced damage in connexion with previous studies on DNA and RNA
building blocks, we have considered the same process for two possible prebiotic
compounds, 2-aminooxazole and hydantoin. 2-Aminooxazole has indeed been
proposed recently as an intermediate in the formation of RNA, by means of an
efficient and selective sequence [21], alternative to the direct unsuccessful reaction
[22]. Increased interest has thus been devoted to this compound, with theoretical
investigation of its formation under prebiotic conditions [23–25] and its possible
observation by microwave spectroscopy [26]. 2-Aminooxazole has not been
observed yet, however a precursor of uracil, hydantoin (2,4-imidazolidinedione),
important in formation of poly- and oligopeptides, could be detected in recent
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experiments on extra-terrestrial ice [27]. We have thus investigated both biological
targets in order to analyse their compared survival in proton-induced collisions.

Such collisions of an ion on a biomolecule may induce different processes: first
of all, excitation and ionization of the biomolecule have to be considered, followed
by the fragmentation of the ionized target. Ionization may be direct, or induced by
charge transfer from the impact ion to the biomolecule. In the hypothesis of an
almost instantaneous ionization process, gas-phase experiments provide fragmen-
tation patterns [5–9] which may be analysed with regard to the theoretical evolution
of the ionized target [14, 28]. But this first ionization step cannot be neglected,
mainly charge transfer ionization from the incident ion to the biomolecular target.
Such reaction may be studied theoretically in the framework of the molecular
representation of the collisions, and we proposed an efficient quantum molecular
treatment [10, 12]. The potentials and non-adiabatic coupling matrix elements
between the different molecular states involved in the process are determined by
ab initio quantum chemistry methods and the collision is performed by semiclas-
sical approaches. Such treatment has been performed at the same level of theory for
each target in order to develop a compared analysis and extract possible global
tendencies.

2 Molecular Treatment

The charge transfer process proceeds by the evolution of the quasi-molecular
system formed by the incident proton and the biomolecular target. For such
molecular system, a model may be defined in the one-dimensional reaction coor-
dinate approximation [29, 30]. The collision is thus described as a quasi-diatomic
molecule moving along the reaction coordinate R associated to the distance
between the proton ion and the centre-of-mass of the target. As pointed out pre-
viously, the charge transfer process is very fast and may be treated in the
sudden-approximation hypothesis. Electronic transitions being thus assumed to be
much faster than vibration and rotation motions, the target could be kept frozen
during the collision time in the geometry of the ground state. Even if this first
approach does not consider the internal motions of the molecular target, it was
found to be qualitatively reliable for the charge transfer process we are considering
[31, 32].

The different biomolecular targets are displayed in Fig. 1. The geometries have
been optimized using CASSCF (Complete Active Space Self Consistent Field) and
DFT (Density Functional Theory) methods. The uracil and thymine nucleobases are
constructed around a six-membered planar ring. Different orientations of the pro-
jectile with respect to this plane could be investigated. The 2-deoxy-D-ribose
(dR) presents two forms, respectively, a furanose form constructed on a
five-membered ring, and a pyranose form corresponding to a six-membered ring,
both structures corresponding to a non-planar ring. However, a mean plane could be
defined in order to analyse, as in previous case, the different target/projectile
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orientations. For both 2-aminooxazole and hydantoin, the geometry is constructed
around a planar five-membered ring, and orientation with respect to this ring may
be taken into account. Analysis of the anisotropy of the charge transfer process may
be performed looking at a perpendicular orientation of the incident proton, or at an
orientation in the ring plane.

The molecular calculations have been performed by means of the MOLPRO
code [33] using the 6-311G** basis set for all atoms. Calculations were carried out
in Cartesian coordinates, with no symmetries, taking account of all electrons. The
potential energy curves and non-adiabatic coupling matrix elements (NACME)
have been determined at the CASSCF/CASPT2 (Complete Active Space Pertur-
bation Theory 2nd order) level of theory for R values in the 0.5–9Å distance range.
In order to drive a reliable comparison, similar active spaces have been chosen for
each collisional system, involving the valence orbitals of highest energy, con-
structed, of course, on the 1s orbital on the colliding hydrogen, and mainly on πC5C6
and πCO orbitals for pyrimidine nucleobases, on 2pxyz orbitals on the oxygen of the
ring and of the external chain for dR, on 2pxyz

N , πCC and πNC orbitals on nitrogen and
carbon of the ring for 2-aminooxazole, and on πCO and 2pxyz

N,O for hydantoin

Pyrimidine nucleobases 

2-Deoxy-D-ribose 

Prebiotic compounds 

Uracil 

Furanose Pyranose 

2-Aminooxazole Hydantoin 

Thymine

Fig. 1 Geometry of the different biomolecular targets
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(see Fig. 1). The 1s orbitals on carbon, nitrogen and oxygen have been treated as
frozen cores in all cases.

The charge transfer mechanism may be discussed with regard to the potential
energy curves of the different molecular states involved in the collision process. In
Fig. 2 is displayed the example of the proton-induced collision on dR-furanose in
the perpendicular orientation. Such system shows clear evidence of a strong
interaction between the entrance 41A{H++ furanose} channel and the highest 31A
charge transfer channel followed by successive single excitations with charge
transfer levels of lower energy. Such behaviour is quite characteristic of the charge
transfer mechanism observed in the series of proton-induced collisions we have
considered.

In correlation with such avoided crossings, strong non-adiabatic coupling matrix
elements may be pointed out which may induce transitions between the successive
molecular states. These NACME’s are calculated numerically by means of the finite
difference technique:

gKLðRÞ= ⟨ψK ∂ ∂̸R ψLj ⟩j = ⟨ψKðRÞj limΔ→ 0

1
Δ

ψLj ðR+ΔÞ−ψLðRÞ⟩.

The present expression reduces to gKLðRÞ= lim
Δ→ 0

1
Δ ⟨ψKðRÞ ψLðR+ΔÞj ⟩ as

ψKðRÞj ⟩ and ψLðRÞj ⟩ eigenfunctions are orthogonal for K ≠L.
For numerical accuracy, a three-point calculation taking the centre-of-mass of

the target as origin of electronic coordinates with a step Δ = 0.0012 a.u. has been
performed [34].

Fig. 2 Adiabatic potential
energy curves of 1A states of
the H++ furanose collision
system in the perpendicular
geometry. 1 Red {2pz

O3 1sH};
2 green {2pz

O1 1sH}; 3 blue
{2pxy

O3 1sH}; 4 black {(2pz
O3)2}

entrance channel
H++ furanose
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3 Collision Dynamics

The collision dynamics has been treated with semiclassical methods in the
sudden-approximation hypothesis. The geometry of the biomolecular target has
been optimized in its ground state and kept frozen in the collision treatment. This
approach widely used for energies above ∼ 10 eV/amu [35, 36] was shown
recently to drive reliable results at lower collision energies down to the eV range
[37, 38]. Its extension may thus provide easily a correct order of magnitude of the
cross sections in a wide collision energy range. The collision dynamics was carried
out using the EIKONXS program [39] and considering all the radial coupling
interactions.

As previously exhibited for collisions with carbon ions [35, 40, 41], the process
is strongly anisotropic. The orientation of the impinging proton with respect to the
plane (or mean plane) of the biomolecule is quite determinant. This is presented on
Fig. 3a for dR and 2-aminooxazole. The charge transfer is generally favoured in the
perpendicular approach where access to the molecular ring is not reduced by
possible steric obstruction. In the planar orientation, the proton may interact with
peripheral groups, as shown for example for the dR-furanose with a CH2OH
ring-bounded chain, or for the 2-aminooxazole NH2 group. Such interactions
appear to reduce the charge transfer cross section at lower collision energies. This is
particularly significant in the case of dR-furanose, in relation with its external
CH2OH chain. At variance, for molecules with relatively regular structures with no
peripheral chain, like pyranose, the charge transfer cross sections oscillate around a
mean value and the anisotropic effect appears relatively weak in the whole energy
domain. This orientation effect has nevertheless been taken into account in our
study by calculating the cross sections in both perpendicular and planar approaches
and the mean value between those values has been calculated for every molecular
target. This mean value is displayed in Fig. 3b for the series of DNA building
blocks and precursors 2-aminooxazole and hydantoin.

From the present results, the efficiency of electron capture in collisions with
protons appears significantly enhanced for the sugar 2-deoxy-D-ribose, in particular
in furanose form, than for the pyrimidine nucleobases or their precursors. The
charge transfer cross sections are about three orders of magnitude higher for
furanose than for hydantoin. Comparison of the different collision systems may
exhibit different possible underlying factors. At first, the structure of the targets:
uracil, thymine and hydantoin correspond to a similar skeleton, with the –NH–
C = O peptide bond, the 2-aminooxazole is slightly different but its ring includes
anyway carbon, nitrogen and oxygen atoms. On the other hand, the
2-deoxy-D-ribose ring is only composed of carbon and oxygen. The specific
reactivity of nitrogen and peptide bond would induce features for nucleobases and
their precursors at variance with those of sugars. Besides, both dR forms are
non-planar whereas precursors 2-aminooxazole and hydantoin correspond to a
planar ring like pyrimidine nucleobases, even if they are constructed on a
five-membered ring. Roughly, with respect to structural considerations, the different
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targets may be separated in three groups: the nucleobases, their precursors, and the
sugars, each group presenting a relative similar behaviour with collision energy.
A regular lowering of the efficiency in the charge transfer process may be pointed
out from furanose, pyranose, nucleobases, to the precursors 2-aminooxazole and
hydantoin. Furthermore, both precursors present a significantly reduced charge
transfer cross section at lower energies.

Such decrease of the charge transfer cross sections may be associated to potential
consequences on the reactivity of these compounds in proton-rich environments,
mainly under spatial conditions, in particular on their “resistance” to fragmentation
and thus their possible survival in space. Previous studies, both experimental and
theoretical, have indeed pointed out an interesting correlation between charge
transfer cross sections and fragmentation yield. In collisions of carbon ions with
uracil, for example, the fragmentation is almost complete at low energy for the C2+

impinging ion [6], with experimentally a decreasing yield for increasing energy,
although theoretical charge transfer cross sections are very low at low collision
energy and increase with energy [10, 12]. At variance, for the collision with C4+,
fragmentation is much lower, with an experimental yield almost constant with
energy, in correlation with higher, almost constant theoretical charge transfer cross
sections. Similar qualitative tendencies with opposite dependence for experimental
fragmentation yield and charge transfer cross sections have been also pointed out
for collisions with 2-deoxy-D-ribose [5]. Lower charge transfer efficiency might
suggest a possible increased fragmentation of the biomolecular target leading to its
destruction. Following such assumption, precursors like hydantoin or even
2-aminooxazole might be more easily destroyed than furanose in collisions with
protons. This remains, of course, absolutely qualitative, but could possibly question
the survival of these prebiotic species in proton-rich regions. Their implication in

Fig. 3 Charge transfer cross sections in proton-induced charge transfer. a Blue, furanose; red,
pyranose; black, 2-aminooxazole. Dashed lines, perpendicular approach; dotted lines, in-the-plane
approach; full lines, mean value. b Blue, furanose; light blue, pyranose; red, uracil; green,
thymine; magenta, 2-aminooxazole; black, hydantoin
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the reaction sequence at the origin of life would necessitate a preserved environ-
ment. Of course, all present results, experimental and theoretical, concern gas phase
processes and reactions in solvated environments or at the surface of grains have to
be considered. Microhydration of uracil has been shown to induce strong variations
on proton-induced charge transfer [42] and such solvation effects cannot be
neglected to drive conclusions on the reactions at the origin of life.

4 Concluding Remarks

We develop in this paper a comparative analysis of the charge transfer process in
proton collisions on DNA sugar skeleton, pyrimidine nucleobases uracil and thy-
mine, and their possible precursors 2-aminooxazole and hydantoin. The calcula-
tions have been carried out using ab initio quantum chemical methods followed by
a semiclassical dynamics in a wide collision energy range, from eV to keV energies.
Taking account of experimental and theoretical studies, a qualitative correlation
with the fragmentation process may suggest an enhanced sensitivity in proton
collisions for pyrimidine nucleobases and their precursors, in particular hydantoin,
compared to the sugar 2-deoxy-D-ribose. As far as only gas-phase processes are
concerned, such tendency could induce a potential weakness of those species in
proton-rich regions of space, as ionized clouds.
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How Can the Green Sulfur Bacteria
in the Depths of the Black Sea Use Quantum
Computing for Light Harvesting?

Deiana Drakova and Gerold Doyen

Abstract Long lasting coherence in photosynthetic pigment-protein complexes has

been observed even at physiological temperatures [1–3]. Experiments have demon-

strated quantum coherent behaviour in the long-time operation of the D-Wave quan-

tum computer as well [4, 5]. Quantum coherence is the common feature between the

two phenomena. However, the ‘decoherence time’ of a single flux qubit, the com-

ponent of the D-Wave quantum computer, is reported to be on the order of nanosec-

onds, which is comparable to the time for a single operation and much shorter than

the time required to carry out a computation on the order of seconds. An explanation

for the factor of 108 discrepancy between the single flux qubit coherence time and

the long-time quantum behaviour of an array of thousand flux qubits was suggested

within a theory where the flux qubits are coupled to an environment of particles

called gravonons of high density of states [6, 7]. The coherent evolution is in high

dimensional spacetime and can be understood as a solution of Schrödinger’s time-

dependent equation. Explanations for the quantum beats observed in 2D Fourier

transform electronic spectroscopy of the Fenna-Matthews-Olson (FMO) protein

complex in the green sulfur bacteria are presently sought in constructing trans-

port theories based on quantum master equations where ‘good’ molecular vibrations

(‘coloured noise’) in the chlorophyll and the surrounding protein scaffold knock the

exciton oscillations back into coherence [8, 9]. These ‘good’ vibrations are claimed

to have developed in three billion years of natural selection. These theories, how-

ever, face the discomforting experimental observation that “attempts to scramble

vibrational modes or to shift resonances with isotopic substitution miserably failed

to affect the beating signals” [10]. As a possible way out of this dilemma we adopted

the formalism of the quantum computation to the quantum beats in the FMO protein

complex.
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1 Introduction

When in 2007 the New York Times published an article suggesting that plants were

quantum computers, quantum information scientists exploded into laughter [11].

Their concern was the so called decoherence which is believed to be one of the

fastest and most efficient processes in nature.

The experiments by Engel et al. show that long lasting coherence in photosyn-

thetic pigment-protein complexes is observed at physiological temperatures [1–3].

Quantum coherence over hundreds of femtoseconds in the initial steps of photosyn-

thesis, the tranfer of light quanta towards the reaction centers, in green and purple

bacteria [12, 13] at room temperature [14, 15], algae at ambient temperature of 294 K

[16] and even in living cells of purple bacterium [17, 18] warrant the high efficiency

of the light-harvesting process. It has even been suggested that the high efficiency

of photosynthesis may be associated with coherent energy and charge transfer on a

long timescale [19–21].

Citing Hildner et al.: “...quantum coherence is the central aspect connecting fields

as diverse as quantum computing and light-harvesting” [22].

In 2011 the first commercially available quantum computer was presented by the

company D-Wave consisting of an array of more than thousand flux qubits (June,

2015), which solves optimization problems with many free parameters [4, 5]. It

works as a quantum computer of the quantum annealing type for minutes and even

for half an hour. However, a single flux qubit in a Ramsey interference experiment

shows coherent oscillations between the two supercurrents for time of the order of

20 ns, which is 8 orders of magnitude shorter than the coherence time of the D-Wave

computer [23].

This was a noteworthy result as a flux qubit is a macroscopic device with dimen-

sions of the order of 104 Å. But not less noteworthy was the experimental observa-

tion of a coherent quantum behaviour of the Fenna-Matthews-Olson pigment-protein

complex not only at low temperature but even at 277 K and the coherent behaviour of

the light harvesting complex in the purple bacterium living cell in a dense, wet noisy

environment [17, 18]. The ‘time of coherent development’ of the FMO-complex

is picoseconds, i.e. 4 orders of magnitude shorter than that of a single flux qubit.

With the help of 2D Fourier transfrom electronic spectroscopy [24–27] the ampli-

tude of a photon echo signal as a function of the waiting time between the first two

laser pulses, which excite the FMO electronically, and the third laser pulse, which

stimulates the photon emission from the exciton, shows beats. The beats of the pho-

ton echo signal are due to the coherent superposition of two lowest energy excitons

shared by all chlorophyll molecules and indicate coherent time development of the

FMO-complex during the waiting time. In contrast to the experimental observation,

an exponential decay of the photon signal with time would be expected, if interac-
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tion with the noisy environment (phonons) of the FMO-complex were dominating,

as it is generally believed that electronic coherence decays on 10–100 fs timescales

[28, 29].

Why is the beating between exciton states observed for picoseconds instead of a

fast exponentially decaying signal without oscillations?

Semi-classical diffusive models based on stochastic dynamics have been exten-

sively applied to study energy and charge transport in biological systems [30–32].

Within a quantum master equation approach the time development of the reduced

density matrix is evaluated [33], the effect of the phonon environment is simulated

by an additive Redfield term, which is dropped for the study of the time develop-

ment. With a very special selection of the phonon environment (coloured noise) the

beats of the photon amplitude are reproduced, but the finite final value of the photon

amplitude is not explained. Furthermore the 2D Fourier transform experiment shows

that no special phonons are involved in the damping of the signal, changing the FMO

phonon spectrum does not influence the results [10]. Theoretical attempts based on

the electron incoherent hopping process [30, 34] between pigment molecules in the

photosynthetic unit have been suggested [35].

We focus on the experimental observation in the 2D Fourier transform electronic

spectroscopy which demonstrates coherence by the Fenna-Matthews-Olson protein-

chlorophyll complex of green sulfur bacteria over times longer than 1000 fs and even

at high temperature (277 K). The amplitude of the measured photon echo signal

oscillates with time, which is an indication of coherent behaviour, suggested as the

basis for the extreme efficiency of the photon transfer towards the reaction center.

∙ Why is entanglement with the degrees of freedom of the environment not effective

and not fast enough to destroy coherence?

∙ Despite that the photon amplitude beats are exponentially damped with time, the

final value is finite, larger than zero even at high temperature. What is the reason

for this?

∙ Missing isotope effect, random exchanges of
1
H atoms or of

12C with their isotopes

do not change the picture [36]. This procedure certainly changes the phonon spec-

trum, but the results on the coherent quantum beats are not influenced. Coherence

is experimentally shown in bacteria [1, 2, 12, 15, 17, 18], algae [16] and green

plants [37]. The structures of their protein backbones differ and hence the protein

scaffolds cannot serve as the ubiquitous protection of electronic coherence, as it

is suggested in Refs. [1, 2, 12, 16].

∙ A discussion topic is the nature of the superimposed coherent states in the protein-

pigment complexes. Vibrational, electronic or vibronic states may be involved,

with indications from experiment favouring their vibronic character ([13],

[38–44]).

The dying out of the oscillations between the two supercurrents in the single

flux qubit was explained in a coherent picture solving Shrödinger’s time dependent

equation in high dimensional spacetime [7]. The decisive features of the theory are

summarized in the next section together with the description of a simple model of
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the physical picture of the processes in FMO 2D Fourier transform electronic spec-

troscopy. The results are presented in Sect. 3, followed by a summary and conclu-

sions.

2 The Model and the Physical Picture

The FMO protein complex consists of seven chlorophyll molecules in a protein cav-

ity. There is an eighth bacteriochlorophyll molecule outside the cavity whose inter-

action with the rest seven molecules can be neglected. The first two laser pulses

in the 2D spectroscopic experiment, delayed by only 20 fs from each other, excite

two excitons and lead to their coherent superposition, which results in the beating

signal. The time between the first two laser pulses, i.e. the coherence time 𝜏, in dif-

ferent 2D spectroscopic experiments is of the order of 20 to 500 fs and the duration

of each pulse is 15–40 fs. These times are very short compared to the time needed

to establish the entanglement with the gravonons (representing local version of the

gravitons), the environmental excitations we take into account in addition to the exci-

tations considered in other theories like phonons and electron-hole pairs. Therefore

for the purposes of our theory the first two laser pulses are regarded as one dou-

ble pulse. The third laser pulse is applied after a waiting time varying from 0 fs to

1000–1500 fs and serves to stimulate the emission of the photon, which is recorded

as the photon echo after the rephasing time t.
The physical picture we describe is the following. The exciton electron wave

packet is diffuse, penetrating in the protein scaffold, where as a nuclephile in a

nucleophilic-like reaction the exciton electron attacks the positively polarized carbon

atom of the carbonyl CO fragment. The electron can be transiently accomodated in

the 3s-affinity like orbital on the carbonyl carbon atom creating a transient negative

ion resonance (NIR). Thus the electron penetrates in the carbon core region where

it interacts gravitationally with the atom core. At interatomic distances the strength

of the gravitational interaction is enhanced by many orders of magnitude, if hidden

extra dimensions exist. In the spirit of Einstein’s general relativity the gravitational

interaction between masses deforms spacetime and we introduce a basis state called

warp resonance for the electron (Fig. 1), where it entangles with the gravitons (the

messenger particles of the gravitational field). Locally a soft gravonon structure is

generated, which is constructed as a correlated motion of 3–4 atoms leading to the

warping. The soft gravonons in our theory are the solution of interacting quantum

harmonic oscillators centered on the 3–4 atoms close to the NIR. For more details

on the theory concerning the generation of the gravonons see Refs. [7, 45].

The electromagnetic field acts as an external force on the carbon atom and,

together with the thermal fluctuations, shifts it slightly in a different position cre-

ating a local deformation in the protein chain. This is no wonder since the local

vibrations of the atoms in the carbonyl CO fragment are different if the carbon atom

has captured transiently the electron or not. The local deformation of the protein

chain occurs around the NIR, it is associated with slight increase in energy, and
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Fig. 1 Model for studying the quantum coherent behaviour of a complex of bacteriochlorophylls

(FMO complex) in a protein scaffold in the green sulfur bacteria. The protein scaffold provides

the carbon atom in the carbonyl CO fragment to capture the nuclephile, the exciton electron, in a

transient negative ion resonance which relaxes and couples with phonon modes in the protein and

excites local rocking and wagging motion of the carbonyl CO fragment. The entanglement with

gravonons is effective within the NIR, but as it develops slowly compared to the coupling with

the phonons, its effect during the tiny burst, induced by the double laser pulse, is neglected in the

calculations. In this schematic drawing the gravonon spectrum is plotted on a scale magnified by a

factor 108 and differs from the scale of the other spectra

is described by introducing a basis state called deformation resonance for the core

motion of the carbonyl fragment. Furthermore excitation of vibrational modes like

the rocking and wagging motion of the carbonyl CO fragment is possible which we

describe by coupling the deformation resonance to two local harmonic oscillators,

i.e. to local vibrational modes (Fig. 1).

In the deformation resonance coupling to the extended phonons of the protein

backbone is also effective, leading to phonon excitation and energy dissipation from

the local region (Fig. 1). The exciton electron has the option to decay from its local-

ized state in the NIR in delocalized electron states, called ‘escape states’ because

total energy has to be conserved, if phonons are excited. Electron states delocalized

over the chlorophyll assembly, with the 3s-affinity like orbital of the carbonyl car-

bon atom as component, play this role. Although electron dissipation from the local

region in the protein backbone is possible in the deformation resonance via phonon

excitation, the interaction between the deformation resonance and the local rock-

ing and wagging modes of the carbonyl CO fragment leads to reflection to and fro

between the local states. Therefore, despite the dissipation into the protein backbone
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phonons, there remains a local non-zero electron component in the total wave packet,

which explains the finite non-zero value of the photon signal in the 2D spectroscopic

experiment when the deexcitation of the exciton electron is stimulated by the third

laser pulse.

The gravitational interaction of the exciton electron with the carbon atom core

has to be in high spacetime dimensions (11D) as string theory assumes. Only then

gravity is strong enough at small distances and decays fast with distance (r−8 power

law and nearly 33 orders of magnitude higher value of the gravitational constant in

11D). The additional 7 spacial dimensions are compactified and are hidden, so that

there is no discrepancy with Newton’s gravitational law at distances where it was

proved valid. Within the warped space the time development of the entanglement of

the electron with gravonons leads to the beables.

Beables are mathematically precisely defined as a set of configurations in the

expansion of the wave function containing a localized matter field and excited local

gravonons. Loosely speaking beables are matter fields (e.g. atoms or electrons) in

3D space, entangled with gravonons, which interact with other atoms gravitationally

and generate the gravonon structure in high dimensional spacetime. Therefore local-

ized atoms, molecules or electrons in 3D space entangled with gravonons in high

dimensions in the form of beables exist as long as the beables and the entanglement

with the gravonons exist.

The word “beable” has been coined by Bell [46] as a terminology against the word

observable: “The concept of ‘observable’ lends itself to very precise mathematics

when identified with ‘self-adjoined operator’. But physically, it is a rather wooly

concept. It is not easy to identify precisely which physical processes are to be given

the status of ‘observations’ and which are to be relegated to the limbo between one

observation and another.”

We use the expression beable in the sense of John Bell’s local beable. According

to our proposal signals in experiments in 3D space can be received only via beables

and hence measurements are tied to beables [45]. Expressed with John Bell’s words:

“One of the apparent non-localities of quantum mechanics is the instantaneous, over

all space, ‘collapse of the wave function’ on ‘measurement’. But this does not bother

us if we do not grant beable status to the wave function.”

Already in 1927 it was revealed that an interference pattern shows up on a pho-

tographic plate only when the number of photons falling on the plate is very large

[47]. The history of photon detection is nicely reviewed in Ref. [48]. Here the results

of Dempter and Batho are summarized in such a way that when, during the so called

‘collapse of the wave function’, the photon is destroyed, there appears somewhere

on the photographic plate an atom of elemental silver which will act as an embryo

from which, by photographic development, a small seed of silver will grow. The sil-

ver embryo is much smaller than the electromagnetic wavelength and constitutes the

beable in our picture.

Applied to the spectroscopic method used in the bacteria experiment investigated

here this means that the photon of the laser pulse occupies during the interference

process at least the whole volume of the cavity embraced by the protein scaffold,
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but if the photon is measured and hence destroyed, there appears a beable (embryo)

formed in the detection devices of the experimenters.

The described mechanism of the so called collapse of the wave function has by

now also been established for matter fields [49–51]. For an electron in an excitonic

state of the chlorophyll it means that the wave function of this electron occupies

during the interference process the whole volume of the chlorophyll, but when it hits

the protein scaffold, which acts as a kind of screen, the electron becomes localized

in a tiny volume of the size of the silver embryo, this being the carbon affinity level

of the carbonyl group in the model developed here.

Before the laser pulse is sent in, the electron will be almost with certainty in

such a beable. The laser pulse initiates then an interference process where the many

particle wave function describing the photon, electron, phonon fields etc. extends

over the whole volume embraced by the protein scaffold. This many particle wave

function is not a beable, but, in John Bell’s terminology, rather a ‘limbo state’. As

time passes on a matter field will somewhere entangle with gravonons and form a

beable which destroys the photon. If beforehand the photon ‘localizes’ in a beable

in the detection devices of the experimenters, it will do so proportional to the light

intensity in the system.

2.1 Chooser Mechanism, Beables Created with the Chooser
Mechanism

The question is why does the exciton electron become localized on a single carbonyl

carbon atom of a single carbonyl CO fragment in the protein backbone? Quantum

particles, e.g. the exciton electron, may become localized via the entanglement with

gravonons in the form of beables. However, as the gravitational interaction even in

high dimensional spacetime is weak, entanglement with gravonons can be effec-

tive on the energy shell alone. In the present model the exciton electron is localized

because via the entanglement to gravonons a beable is generated by the local and

strongly distant dependent interaction with the gravonons. In the case of on-shell

coupling even a very weak coupling with the gravonons is effective. Just a few or a

single carbonyl carbon atom in the protein chain provide the condition for on-shell

coupling with the initial exciton electron wave packet. This is the chooser mech-

anism for the site of most favourable entanglement with gravonons. The chooser

mechanism is responsible for the appearance of stuck particles on single sites on the

detection screen in double slit experiments [52].

The exciton is a diffuse object. Its overlap with all carbonyl CO fragments in the

protein backbone would mean that the electron might be thought to reside on all

carbonyl carbon atoms in CO sites at the same time and would couple to all degrees

of freedom all over the protein chain. Then decay in the environmental degrees of

freedom is commonly predicted to be very fast. This is, however, not the case in our

theory because the chooser mechanism selects a single carbonyl carbon atom on a
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single CO site where the condition for degeneracy coupling with the gravonons is

fulfilled, i.e. where the chooser mechanism leading to the transient localization of

the electron works. The electron can go to only a single carbonyl carbon atom in a

single CO site, chosen by the degeneracy coupling criterion.

Beables are destroyed when the entanglement with the gravonons is changed or

truncated. This occurs as a tiny burst in the time development of the beable caused for

instance by the laser pulses (Fig. 2). In the tiny burst the quantum particles (atoms,

molecules, electrons) are released from the entanglement with the gravonons and

they burst out of the beable into 3D space in a ‘limbo state’. All states where particles

are not entangled to gravonons we call limbo states.

Within the beable the electron is localized in the warp resonance and can be mea-

sured. As the lifetime of the gravonons in the high hidden dimensions expires, the

entanglement of the localized electron with the gravonons is truncated and the elec-

tron is released in 3D space. The electron bursts out of the entanglement with the

gravonons. The tiny burst can be seen in Fig. 2. It exists for a short time before

the entanglement with the gravonons is reestablished which takes 5 × 10−9–10−8
s. Within the tiny burst experimentally nothing can be recorded about the electron.

This situation does exist in different experiments: in double slit diffraction exper-

iments with electrons and molecular beams we know nothing about the quantum

particles during their time of flight between the source and the detection screen; in

laser-induced desorption we know nothing about the adsorbate for the time of flight
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Fig. 2 Time development of the entanglement of a quantum particle, e.g. the exciton electron,

with the gravonons, generating the beable. Within the beable the electron is localized in the warp

resonance and can interact with the photon field, i.e. it can be measured. As soon as the lifetime of

the gravonons in the high hidden dimensions expires, the electron bursts out of the entanglement

with the gravonons and is released in 3D space. This is the tiny burst in the figure. It exists for a short

time before the entanglement with the gravonons is reestablished, which takes 5 × 10−9–10−8s.

The inset shows the bursting of the exciton electron out of the beable in three dimensional space

(in the warp resonance and the excitons in the cavity) during the tiny burst
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between the state with the adsorbate as a beable on the substrate surface and in the

mass spectrometer, where a new beable is created.

The effect of the double laser pulse in experiment is to induce a tiny burst in the

time development since the laser pulse creates an electromagnetic field, which exerts

a force on the localized particle within a beable. Slight shifts of the atom positions

mean changed local gravonon structure and destroyed coupling to the gravonons

(very short ranged), hence the beable is destroyed. For instance, the double laser

pulse in the 2D spectroscopic experiment interacting with the electric dipole due to

the localized electron on the carbon atom, induces a slight shift of the carbon atom

and rocking and wagging motion of the carbonyl CO−
fragment in the protein. This

would cause such a drastic change in the gravonon structure, typical for the beable

configuration existing before the laser induced tiny burst, that the entanglement with

the gravonons is destroyed. This is how the gravonon structure and the beable are

destroyed by the laser pulses. As the entanglement with the gravonons develops in a

period of time of the order of 10−8 s, in the laser-pulse-induced tiny burst the electron

is released from the entanglement with the gravonons, however, its coupling with

other excitations, living in 4 dimensional spacetime like phonons and the vibrations

of the local oscillators, gains weight. Although experimentally an electron, a photon

or a molecule released from a beable cannot be directly detected during the tiny burst,

we can calculate the time development further with the time dependent Schrödinger

equation. This is where in our theory we start a new time development: the electron

is localized in a transient NIR on a carbonyl carbon atom in a single carbonyl CO
fragment, the photon is in the protein cavity, no gravonons are involved.

During the tiny burst the exciton electron is no more entangled with the gravonons,

it is released in a limbo state in 3D space, therefore cannot be directly accessed exper-

imentally. But everything in the 2D spectroscopic experiment occurs during the tiny

burst induced by the double laser pulse. This situation lasts untill the entanglement

with gravonons can develop again, giving rise to the beables. During the lifetime of

the beable the exciton electron, which initially is a delocalized electron wave packet,

remains localized transiently on the carbonyl carbon atom. Within this physical pic-

ture all measurable phenomena originate effectively from a very local region which

then expands in 3D space. The chooser mechanism for the generation of the beables

and the concept of the tiny burst due to the laser pulse indicate that what is mea-

sured in experiment has to be interpreted in a local picture concerning just a single

carbonyl CO fragment in the protein backbone, which couples to no more than two

local harmonic oscillators and the phonon excitations in the protein backbone. If

more local harmonic oscillators were excited, which is possible only in the absence

of the chooser mechanism, the result would be indeed fast decay of the photon beat-

ing signal. This is, however, not measured in experiment.

The method of solving Schrödinger’s equation for the time development of the

total wave packet is described in Ref. [45]. The Hamiltonian for the model, the for-

malism and the choice of the basis are presented in a more detailed article on the

present topic [53].
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2.2 Vibrational Energy in the Local Oscillators

An estimate of the vibrational excitation energy of the rocking and wagging motions

of the carbonyl group in the protein backbone of the order of 𝜔 ≈ 5 meV is based

on the experimental data in Ref. [2]. With this estimate at thermal energy of approx-

imately kBT = 11 meV at T = 125 K two local vibrations can be excited each with

𝜔1 = 𝜔2 = 𝜔 ≈ 5 meV, so that 2𝜔 ≈ 10 meV corresponds approximately to the ther-

mal energy at 125 K. The rocking and wagging motions of the carbonyl group are

much softer than its vibration with respect to the protein chain, hence 5 meV for the

quantum of these vibrations appears physically plausible.

The energy of a local vibration can be neither 4 nor 6 meV because these values

contradict the experimental curves for 77, 125 and 150 K. The estimate for the energy

of the local mode 𝜔 ≈ 5 meV, based on the 2D Fourier transform spectroscopy

experiment, corresponds to the thermal energy kBT at T ≈ 58 K. At T = 125 K and

T = 150 K the two experimental curves coincide. If by T = 125 K two quanta are

excited, then at T = 150 K it is not possible to excite 3 quanta, hence 2 excited quanta

would explain the coinciding curves in experiment. The two quanta 2𝜔 should cor-

respond to T = 125 K and kBT ≈ 11 meV, hence 𝜔 ≈ 5 meV. 𝜔 cannot be 4 meV

(T ≈ 46 K) because then at T = 150 K three vibrational quanta will be excited,

whereas at T = 125 K only two can be excited and the two curves will not coin-

cide. 𝜔 cannot be 6 meV (T ≈ 70 K) either because at T = 125 K, kBT ≈ 11 meV,

just a single local vibration will be excited exactly as by T = 77 K. The two curves

at T = 77 K and T = 125 K would coincide. This is, however, not observed experi-

mentally.

2.3 Protein Phonon Band

The protein phonon band width is of the order of 0.03 eV. This follows from the

following argument. Assume a periodic constant of a simple one dimensional pro-

tein of the order of a ≈ 10 bohr, then the maximal wave vector kmax is of the order

of kmax =
𝜋

a
≈ 0.3 bohr

−1
. The energy corresponding to the maximal k-vector is

𝜔p,max = vkmax = 0.027 eV (using for the sound velocity in dry air v = 330 m/s

= 6.6 × 1012 bohr/s). This estimate refers to the transverse phonon modes.

3 Results for the Time Development of the Tiny Burst

We assume that the exciton electron is in a beable before the laser pulses occur (cf.

Fig. 2), because the bacterium exists in reality and therefore cannot be in a limbo

state. Reality consists of beables only. We now discuss what happens after the beable

has been destroyed by the laser pulse.
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Fig. 3 Rabi oscillations

between the two exciton

states isolated from the

environment
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The first laser pulse in the 2D spectroscopic experiment excites the FMO com-

plex electronically producing the first exciton delocalized in the protein cavity. The

second laser pulse excites the second exciton and a coherent superposition between

the two [54]. If no interaction with the environment exists the coherent oscillations

between exciton 1 and exciton 2 will continue, the amplitude of each state changing

sinusoidally with time (Fig. 3).

However, for the FMO-protein complex we have the protein cavity and the chloro-

phyll molecules within the cavity. Before the tiny burst the exciton electron is tran-

siently localized in a single warp resonance on a carbon atom at a single carbonyl

CO fragment chosen by degeneracy with the gravonons. The photon is in the cav-

ity. The localized electron exercises a force on the carbon atom, exciting two local

oscillators with the wagging and rocking movements of the carbonyl CO fragment in

the deformation resonance. In addition to coupling to the local oscillators, coupling

to the extended protein phonons within the deformation resonance allows relaxation

and dissipation in delocalized phonons away from the local site. In the 2D Fourier

transform electronic spectroscopy experiments these components are not observed,

the measurement provides just the amplitude of the photon echo, which scales with

the weight of the local configurations involving the exciton electron, as a function

of time. But we can calculate the time development of the wave packet during the

period of the tiny burst and it shows a strong similarity with the variations with time

of the photon amplitude measured experimentally (Fig. 4).

3.1 Temperature Effects

For the solution of the time dependent Schrödinger equation at different tempera-

tures we explicitely need the dependence of the accessible vibrational configura-

tions on temperature, i.e. counting of the vibrational configurations in the deforma-

tion resonance, and the temperature dependence of the accessible on-shell phonon
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Fig. 4 Time development of the amplitude of the photon signal during the tiny burst, induced by

the double laser pulse, for the model in Fig. 1 at three different temperatures of the environment.

The photon signal scales with the summed weight of the field configurations with local components

in the wave packet. These are configurations with the exciton electron in the warp resonance (i.e.

in the beable), in the deformation resonance and the local oscillators. The initial state is the beable

described in the text

configurations. The assumption is that the deformation resonance is as highly excited

as the external temperature allows. This energy can then be redistributed between the

local channels and the delocalized phonons.

We assume that within the deformation resonance coupling to two local quantum

harmonic oscillators is effective, associated with the rocking and wagging motions

of the carbonyl CO fragment. One local oscillator is not enough to reproduce the

temperature dependence of the signal, it is not able to compete with the dissipative

effect of the protein phonons. If it were just one local harmonic oscillator available

for relaxation (one relaxed vibrational mode) we would get fast decay of the photon

amplitude and no temperature dependence since one oscillator provides one local

vibrational configuration for all experimental temperatures. If the number of cou-

pled local oscillators and local vibrational configurations were large, i.e. the exci-

ton electron resides transiently on many carbonyl carbon atoms in many carbonyl

CO fragments, we would get no temperature dependence of the decay of the photon

amplitude either. It would immediately drop to zero. No chooser effect and fast decay

in the protein phonons all over the protein chain would be the result. Hence, the result

would be fast exponential decay of the photon signal. However, in our model, start-

ing from a delocalized exciton electron, with the chooser mechanism due to on-shell

entanglement with gravonons, a localized electron in the form of a beable is gener-

ated. The local nature of the interactions in this many particle system prevents the

excitation of many harmonic oscillators over the protein chain and the total decay of

the photon signal.

With two local oscillators we get the exponential damping of the photon ampli-

tude with time, the beating of the photon signal and the finite non-zero value of the
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photon signal at long time as shown in Fig. 4. The temperature dependence is also in

satisfactory agreement with the experimental observation.

The dependence of the photon signal on the temperature is reflected by changes

in the vibrational structure of the local oscillators and the accessibility of the pro-

tein phonon configurations. Figure 5 illustrates how the local oscillator vibrational

structure changes with temperature if we restrict the model to two local oscillators.

Einstein’s model is assumed with the wagging and the rocking modes having the

same energy 𝜔 = 5 meV. This energy corresponds roughly to thermal energy kBT
at T = 58 K. The energy is provided by the external heating and is available within

the deformation resonance. So if the temperature in the 2D Fourier transform spec-

troscopy experiment equals 77 K, it means that either one or the other local oscillator

can be excited, i.e. there are two degenerate vibrational configurations due to the local

oscillators involved in the interaction with the deformation resonance (the first line

in Fig. 5). At T = 125 K and T = 150 K the available thermal energy is sufficient to

excite just 2 local vibrations which makes three degenerate local vibrational config-

urations (the second line in Fig. 5) and so on. Thus, with rising temperature the local

vibrational structure becomes more complex. As the temperature rises 2, 3, 4 ... local

vibrational configurations, which are energetically accessible and are on the energy

shell with respect to the energy of the exciton wave packet, will be involved. More

and more on-shell local channels get open for the wave packet when the temperature

rises. This is the decisive feature of the model, which prevents the destruction of the

coherent time development.

The channels for decay in delocalized protein phonons also increase, the avail-

able density of phonon configurations on the energy shell of the initial wave packet

increases linearly with temperature. This is so because we assume a one-dimensional

protein chain with constant density of states which provides a linear dependence on

the temperature of the on-shell density of phonon configurations. If we would take

the 3D Debye model for the phonons the density of on-shell phonon configurations

would vary with T3
, which would result in fast dissipation in phonons, accompanied

by the decay of the electron in the delocalized escape states.

Two channels open for the exciton electron compete. The first channel warrants

conservation of the amplitude of the wave packet in the local region, whereas the

second leads to its decay out of the local region in the delocalized protein phonons,

which are not measured in the experiment and cause the exponential damping of the

photon signal at short time. As time goes by the two competing effects balance each

other and the photon signal gets stabilized at a finite value. The stochastic approaches

try to obtain similar effects by an empirical special choice and tuning of the phonon

noise such that the experimental beating signal is reproduced [33].

As the local structure in the model comprises more and more configurations with

rising temperature it has a counterbalancing effect on the decay due to coupling to

the delocalized phonons and warrants that the weight of local configurations with

the exciton electron is retained locally. Then the third laser pulse in the experiment

can interact with the localized electron in the 3s, the deformation resonance and the

local oscillators and stimulate the photon emission with the amplitude retained in

the local structure.
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Fig. 5 Local vibrational configurations on the energy shell of the initial wave packet as a function

of the excitation energy, hence as a function of the temperature, available within the deformation

resonance

4 Discussion

We suggest an explanation of the questions raised in the introduction. No isotope

effect on the coherences in FMO is established experimentally. In our theory it is

of no significance if
1H is replaced by

2H or
12C is exchanged with

13C. The local

vibrational spectrum changes, but we only need the spectrum on the energy shell of

the wave packet. The local picture explains why if something changes 10 Å away

from the transient negative ion resonance, for instance isotopes of hydrogen are

exchanged, the change does not affect the coherent behaviour of the NIR, which

is observed in experiment.

Using an argument from perturbation theory, the first order coupling between two

configurations scales with the inverse of their energy difference. Hence, the on-shell

contribution to the coupling dominates. Therefore the many particle configurations

we take into account, are nearly on-shell with the initial wave packet since they pro-

vide the major contributions to the coupling.

Reminding the many-particle character of the field configurations in our theory

we necessarily have to conclude that the nature of the states involved in the superpo-

sition, leading to the quantum beats, is vibronic, as it has been suggested by experi-

mentalists as well.
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Fig. 6 Time development of the photon amplitude in a model neglecting the coupling of the exciton

electron to the local oscillators with dominating coupling to the phonons (decaying dashed curve),

corresponding to temperature 300 K, compared to the result with the local structure included (oscil-
lating full curve). Inset development with time of the weight of field configurations involving the

protein phonons with the local structure included (full curve) and excluded (dashed curve)

Let us omit the local oscillators due to the carbonyl CO fragment. The initial

state is also changed, the electron is no more ‘chosen’ in the warp resonance, it is

assumed to be in the somewhat diffuser deformation resonance. If in our model we

would disregard the chooser mechanism and the coupling to the local CO oscilla-

tors and allow the exciton electron to couple to phonon continua all over the protein

chain the result is similar to what has been expected before the experiment was per-

formed (Fig. 6). The two curves in Fig. 6 are evaluated with different initial states.

The curve, which reproduces the experimental result, starts with the exciton elec-

tron in a beable (which is destroyed by the photon-induced tiny burst) localized in

the NIR via the chooser mechanism due to entanglement with the gravonons. For

the lower curve where no chooser mechanism is operating, the initial wave packet

has the electron in the deformation resonance, where it couples with the dissipative

phonon environment all over the protein backbone. Ignoring the chooser mechanism

leads to an exponential decay of the photon amplitude without oscillations to zero

value, completely and irreversibly. Everything is lost in the protein phonons (cf. the

dashed curve in the inset in Fig. 6), and this is not measured in the experiment. This

resembles the prediction of conventional decoherence theory. In contrast, the chooser

mechanism due to degeneracy entanglement with gravonons determines the transient

localization of the electron wave packet in a beable and precludes its total decay in

the environmental phonon continuum, which is the reason for retaining finite photon

amplitude for long time, at least within the lifetime of the tiny burst.

All experimental observations are reproduced in a coherent picture by solving

the TDSE. The chooser mechanism localizes the exciton electron within the beable,

allowing it to interact with the local core movement states of the carbonyl group in
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addition to the dissipative interaction with the phonons in the protein backbone. In

our theory these are physical phenomena within a completely coherent picture. The

generation of a local beable via entanglement of the exciton electron with gravonons

in the present theory is the clue to the understanding of the experiment.

5 Conclusion

The understanding of the long time coherence in the FMO protein complex is based

on the localization of the exciton electron due to a localization chooser mechanism

using gravitation in high dimensional spacetime. Released from the entanglement

with the gravonons by the laser pulses, the electron can couple with local vibrations

of the carbonyl CO group and the delocalized phonons in the protein backbone. This

determines the vibronic character of the many-particle configurations leading to the

beating of the photon echo signal. The two channels lead to preservation of a local

non-vanishing weight of the exciton electron and to the beating photon echo signal

and its exponential damping. The magic non-appearance of fast decay of the photon

signal in the 2D Fourier transform electronic spectroscopic experiment is explained.

The local structure and a temperature dependent accessibility to the local structure

are the clue to understand the finite final value of the photon echo signal in 2D Fourier

transform electronic spectroscopy at long time. The starting point in our theory on

the coherent behaviour of chlorophyll assemblies is the localized exciton electron as

a beable which allows the interaction of this localized charge with the photon field.

The further time development of the wave packet follows from the initial localization

of the electron.

The observation that isotope substitution does not change the experimentally mea-

sured photon echo amplitude is explained in our theory. No special phonons (‘colour

noise’, special spectral function) are needed to explain the coherent behaviour and

the damped amplitude of the photon beating signal with time.

We claim that quantum mechanics needs a chooser mechanism for particle local-

ization. Experiments can be explained within quantum mechanics only if the incom-

ing delocalized particle wave gets localized on a local site. The solution of the time

dependent Schrödinger equation in high dimensional spacetime including the entan-

glement to gravonons is the theory of the chooser mechanism. Local beables are the

fundament of measurement. The measurement gives data on local features and this is

what Schrödinger’s equation with entanglement with the gravonons in high dimen-

sional spacetime (11D) provides. All measured particles are local, they are local only

when they entangle with gravonons as beables.

Acknowledgements We gratefully aknowledge the useful discussion and comments by G. Engel

at the Gordon Center for Integrative Science, Chicago University.



How Can the Green Sulfur Bacteria in the Depths of the Black Sea . . . 357

References

1. Engel GS, Calhoun TR, Read EL, Ahn T, Mancǎl T, Cheng Y, Blankenship RE, Fleming GR
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Abstract The energy spectrum of the free Dirac operator corresponding to an
electron is composed of two continua: the positive one from mc2 to +∞ and the
negative one from −mc2 to −∞ separated by the energy gap

(−mc2,+mc2
)
. The

Dirac operator in an external field may have discrete eigenvalues in the gap. These
very eigenvalues and the corresponding eigenfunctions, in cases of external potentials
of physical significance, correspond to physically observed states and are interesting
from the point of view of both physics and chemistry. The variational description
of the discrete spectrum of the Dirac operator is governed by a theorem known as
the mini-max principle. There are many different modes of implementation of this
theorem, ranging from simple approximations and numerical prescriptions to strict
models which, in principle, can lead to a numerically exact reproduction of both the
discrete part of the spectrum and the corresponding wavefunctions. Generalizations
to a many-electron case create challenges related to the complicated structure of the
continuous parts of the spectrum and the degeneracy of the discrete and continuous
spectra leading to the so called Brown-Ravenhall disease. The evolution of our under-
standing of the consequences of the unusual properties of the Dirac operator over
the nine decades which passed since this operator was defined is strongly coupled
with the construction of specific computational models and, most important, with
establishing links between the results of calculations and the physical reality. The
aim of this presentation is a discussion of these topics.
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1 Introduction

Paul Adrien Maurice Dirac was one of the most ingenious physicists of the 20th cen-
tury. He introduced to physics (and, in a way, also to mathematics) several important,
non-standard notions and useful tools. The best known include: Dirac operator, Dirac
delta, Dirac bracket notation, Dirac sea. During the 1927 Solvay Conference Niels
Bohr asked Dirac: What are you working on Mr. Dirac? The answer was: I am try-
ing to take the square root of something. The success of this endeavor opened the
way to the formulation of the relativistic theory of electron (1928) and to the Nobel
Prize (1933). In the new theory he unified the quantum mechanics of a single elec-
tron formulated two years earlier by Erwin Schrödinger and the special theory of
relativity.

In order to formulate the equation which describes the evolution of a one-electron
quantum system, the Dirac equation, Dirac introduced a newmathematical construct,
the square root of a second-order differential operator in theMinkowski space, known
as the Dirac operator. Thus, the Dirac operator D is defined as a Hermitian, first-
order differential operator which is a formal square root of a second-order differential
operator, more precisely, of a linear form containing Laplacian. In other words,

D2 = � + C2 (1)

where � is the Laplace operator and C is a real number. Dirac successfully found
the square root. Here is his solution:

D = ααα · p + β C, (2)

where p = −i ∇, and ααα = {α1, α2, α3}, β are anticommuting, traceless, Hermitian
matrices. Their squares are equal to the unit matrix, the smallest dimension is four
and ααα · p is a shorthand notation for (α1 p1 + α2 p2 + α3 p3).

The motivation for introducing the Dirac operator came from physics. Quantum
mechanical equation describing time evolution of a quantum system reads

∂Ψ

∂ t
= HΨ (3)

where H is the Hamilton operator. In Lorentz-covariant equations time and coor-
dinates (alternatively, energy and momentum) have to appear on an equal footing.
Therefore a relativistic Hamiltonian has to be linear in momentum. For a free particle
described by relativistic mechanics

H2 = c2
(

p2 + m2 c2
)
. (4)

Therefore the free-particle Dirac operator has to be of the form
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H = c (ααα · p + β mc) . (5)

In the case of spin 1/2 particles the dimension of the matrices has to be four.
The Schrödinger equation is scalar and it is defined in

H S = L2
(
R

3
)

(6)

Hilbert space. In order to describe spin 1/2 particles within the non-relativistic for-
malism, one should use the Pauli equation defined in a larger Hilbert space,

H P = H S ⊕ H S = L2
(
R

3
) ⊗ C

2. (7)

The Dirac equation, i.e., Eq. (3) with Hamiltonian given by Eq. (5), is defined in

H D = H P ⊕ H P = L2
(
R

3
) ⊗ C

4 (8)

Hilbert space. The additional, relative to the Schrödinger model, degrees of freedom
are related to the electron spin. Dirac was aware of this and wrote in his 1928 paper
[1]: The α’s are new dynamical variables (...). They may be regarded as describing
some internal motions of the electron, which for most purposes may be taken to be
the spin of the electron postulated in previous theories.

The four-dimensional space in which matrices ααα and β are defined is referred to
as the spinor space. The theory is invariant with respect to a unitary transformation in
this space. Therefore the matrices are determined up to such a transformation and for
different purposes different forms of these matrices may be selected [2]. In the most
common representation, known as the Dirac-Pauli one, the matrices are explicitly
related to the Pauli spin matrices:

ααα =
[
000, σσσ

σσσ , 000

]
, βββ =

[
111, 000
000, −111

]
, (9)

where 111 is 2 × 2 unit matrix, σσσ are three Pauli spin matrices and 000 is 2 × 2 matrix
of zeros.

From the perspective of modern quantum chemistry, the Dirac equation is equally
important as the Schrödinger equation. However, at the early stage, the relativistic
effects were considered as irrelevant. This is reflected by the following quotation of
Dirac [3]: The general theory of quantum mechanics is now almost complete, the
imperfections that still remain being in connection with the exact fitting in of the
theory with relativity ideas. These give rise to difficulties only when high-speed par-
ticles are involved, and are therefore of no importance in the consideration of atomic
and molecular structure and ordinary chemical reactions (...). A reader interested in
a broader discussion of the Dirac’s views on the relativistic formulation of quantum
mechanics is referred to an essay by Kutzelnigg [4].

In this paper someproperties of theDirac operator important for quantumchemical
application are discussed. The literature of the subject is very rich. In particular, a
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recent monograph by Reiher anWolf [5] offers probably themost complete summary
of different aspects of relativistic quantum chemistry. An extensive list of references
may be helpful to a reader willing to study the subject from different perspectives.
Another modern presentation of the field may be found in Handbook of Relativistic
QuantumChemistry [6]. Non-standard views on theDirac particle, in particular some
possible relations between Zitterbewegung and the electron mass, are discussed by
Mulligan [7]. Some extensions of these ideas as well as philosophical and historical
aspects are presented in recent works by Maruani [8]. Hartree atomic units are used
but, whenever it is convenient, the mass m and the charge q are written explicitly.

2 Dirac Operator with External Fields

Spectrum of a Hermitian operator is composed of the essential spectrum and the
discrete spectrum, i.e., a set of isolated eigenvalues of finite multiplicity [9]. The
energy spectrum of a free Dirac operator is given by

E = ± mc2
√

1 +
( p

mc

)2
, p2 ∈ (0,∞). (10)

Thus,
E ∈ (−∞,−mc2

] ∪ [+mc2,+∞)
, (11)

i.e., the essential spectrum consists of two continua: the positive continuum from the
rest energy of the particle, mc2, to +∞, corresponds to the non relativistic energy of
the free particle, and the negative continuum from −mc2 to −∞.

The negative continuum has no direct physical meaning and its interpretation was
always difficult. Here is the original interpretation by Dirac [10]: The mathematical
formalism (...) involved a serious difficulty through its prediction of negative kinetic
energy values for an electron. It was proposed to get over this difficulty making
use of Pauli’s Exclusion Principle (...).. The question then arises to the physical
interpretation of the negative energy states (...). It was shown that one of these holes
would appear to us as a particle with a positive energy and a positive charge and
it was suggested that this particle should be identified with a proton. Subsequent
investigation, however, have shown that this particle necessarily has the same mass
as an electron. (...)A hole, if there were one, would be a new kind of particle unknown
to experimental physics. One can easily see that this explanation, as well as any
other based on the Pauli exclusion principle, is self-contradictory. First, already in
1874 Georg Cantor [11, 12] proved that the cardinality of a set of discrete objects
(integers) is strictly smaller than that of the set of real numbers (a continuum).
Therefore a continuum cannot be filled in by electrons. Second, relativistic equations
describing bosons also have negative continua but a reasoning based on the Pauli
principle is not applicable to them. However, the Dirac sea model gave the first
physical description of vacuum defined as a polarizable medium from which new
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particles can be created. Many concepts and terms used to describe vacuum-related
phenomena in quantum field theories originate from the ideas of Dirac [13]. The
problem is correctly solved in quantum electrodynamics, where the energy spectrum
is bounded from below. In the Dirac theory the transformation of charge conjugation
(particle—antiparticle replacement) shows that a negative energy state of the particle
describes the antiparticle with positive energy.

In quantum chemical models real interactions are usually replaced by external
fields which describe these interactions in a simplified, effective, way. One of the
most common examples is the Born-Oppenheimer approximation, where the nuclei
are assumed to form a fixed network of classical charges. In relativistic quantum
mechanics a hydrogen-like atom, unsolvable analytically system of two interacting
particles, an electron and a nucleus, is usually replaced by a simple problem of an
electron in the external Coulomb potential. A model of an electron in an external
field may be used to describe nearly all systems of chemical interest. In particular,
a many-electron system may be reduced to a one-electron problem using the mean-
field approach which results in Hartree-Fock or Dirac-Fock equations. The external
potentials may have different transformation properties: vector, scalar, pseudoscalar,
pseudovector, tensor. In the non-relativistic theories of atoms andmolecules the most
important are scalar Vel (electrostatic) and vector A (magnetic) potentials. In rela-
tivistic models both kinds of potentials form a single four-vector A = { A, iVel/c}.

The form of the Dirac operator for a particle in an external electromagnetic field
may be obtained using the minimal coupling principle [9], i.e., by the following
replacements:

p 	→ πππ ≡ p + A, (12)

E 	→ E − Vel,

In the case of scalar potentials

mc2 	→ mc2 + Vsc. (13)

Thus, the Dirac operator with external fields reads:

H = c (ααα · πππ) + Vel + (
mc2 + Vsc

)
β. (14)

The external potentials modify spectrum of the Dirac operator. Discrete eigenvalues,
corresponding to the bound states, appear in the energy gap

(−mc2,+mc2
)
. It is

worth noticing that for majority of physically significant potentials the essential
spectrum of the Dirac operator remains unchanged [9]. The spectrum of a Dirac
operator is shown in Fig. 1.

Since theHamilton operator in theDirac equation is represented by a 4 × 4matrix,
the wavefunction ΨΨΨ has to have 4 components. Due to its specific transformation
properties under the Lorentz transformation, it is classified as a four-component
spinor [9]. In the Dirac-Pauli representation the first two components of the wave-
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Fig. 1 Spectrum of a Dirac
operator; E—the relativistic
energy scale;
E = E − mc2—the
non-relativistic energy scale

E

mc20

−2mc2 −mc2

E

POSITIVE CONTINUUM

ENERGY GAP

NEGATIVE CONTINUUM

function are referred to as the large components, Ψ L, and the last two—as the small
components, Ψ S and |Ψ L| ∼ c |Ψ S|.

3 The Eigenvalue Problem of the Dirac Operator

Let V± = Vel ± Vsc and E = E − mc2. Then the eigenvalue equation of the Dirac
operator (14) may be written as

[ (
V+ − E

)
1 c (σσσ · πππ)

c (σσσ · πππ)
(
V− − 2mc2 − E

)
1

] [
ΨL( r)
ΨS( r)

]
= 0. (15)

From here one can easily get the relation between small and large components of the
eigenfunction:

ΨS( r) = R
2M c

(σσσ · πππ) ΨL( r) (16)

where

M = m

(
1 + E

2mc2

)
, R = 1

1 − w
, w = V−

2M c2
. (17)

By the substitution of Eq. (16) to Eq. (15) one obtains the equation defining large
components of ΨΨΨ

[
(σσσ · πππ)

R
2M

(σσσ · πππ) + V+ − E

]
ΨL( r) = 0. (18)

Let us note that Eq. (18) is not an eigenvalue equation since both R and M depend
on the parameter E (equal to the eigenvalue of Eq. (15)).

Equation (18) is a convenient starting point to developing many so called two-
component methods [5] as well as to analyzes aimed at deeper understanding of the
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properties of the eigenvalue problem of the Dirac operator. In particular, the Dirac
identity

(σσσ · B) (σσσ · C) = (B · C) + iσσσ · [B × C] , (19)

where B and C are operators, applied to Eq. (18) yields a form of the Dirac equation
in which spin-free and spin-dependent terms are exactly separated [14]:

[
πππRπππ

2M
+ i σσσ

2M

[
πππ × Rπππ

] + V+ − E

]
ΨL( r) = 0. (20)

Using identities:

πππRπππ = R
[
πππ2 + R(pw)πππ

]
(21)

iσσσ [πππ × Rπππ ] = R {(σσσ · BBB) + Rσσσ [(∇w) × πππ]} (22)

we can rewrite Eq. (20) as

[
1

2m

(
πππ2 + σσσ · B

) + Hmv + Hdso + V+ − E

]
ΨL( r) = 0, (23)

where B = ∇ × A,

Hmv = − 1

2mc2
(V+ − E )(V− − E ) (24)

and

Hdso = R

4M mc2
{
(pV−)πππ + σσσ

[(∇V−) × πππ
]}

(25)

Let us note that Eq. (23) is an exact equation for the large components of the eigen-
function of the Dirac Hamiltonian. The operator Hmv is equal to the mass-velocity
term of the well known Pauli expansion and Hdso becomes the Darwin-spin-orbit
correction if E /2mc2 and V−/2mc2 are neglected relative to 1. The exact form of
Hdso is free of the non-integrable singularities which appear in the corresponding
terms of the Pauli expansion in the case of, e.g., the Coulomb potential. Indeed, as
one can easily see, if A = 0 andV− = −Z/r then, for r → 0,Hdso given by Eq. (25)
is proportional r−2 rather than to r−3, as it is in the case of the Pauli expansion.

If R = 1, i.e., V− = 0 (or w << 1 is neglected) then we obtain the direct Dirac
equation [15]. The large component Eq. (18) takes the same form as the Schrödinger-
Pauli equation [

(σσσ · πππ)2

2M
+ V+ − E

]
ΨL( r) = 0 (26)

except for the energy-dependent ‘mass’ M . Thus, if an exact solution of the
Schrödinger equation is known, the solution of the direct Dirac equation may be
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obtained by a simple replacement of the parameters. Recently, a large number of
papers giving this kind of solutions have been published (see, e.g., [16] and refer-
ences therein). Note, that due to the energy-dependent ‘Hamiltonian’ in Eq. (26),
functions ΨL( r) corresponding to different energies are not orthogonal. Orthogonal
are four-component wavefunctions composed of ΨL( r) and ΨS( r). In this case the
relation between large and small components simplifies to

ΨS( r) = (σσσ · πππ)

2M c
ΨL( r) (27)

4 Variational Approach

SinceH is unbounded from below, the eigenvalues cannot be determined by a simple
minimization procedure known from the non-relativistic quantum mechanics. There
are several approaches to this problem. One can transform the eigenvalue equation
to a problem bounded from below by projecting onto the positive energy space.
Advantages and disadvantages of this approach are broadly discussed in the literature
(see e.g., [5] and references therein). In another approach, specific for operators with
eigenvalues located in the energy gap of the essential spectrum, the eigenvalues are
considered as the stationary points of the Rayleigh quotient

Q[ΦΦΦ] = 〈ΦΦΦ|H|ΦΦΦ〉
〈ΦΦΦ|ΦΦΦ〉 , (28)

whereΦΦΦ ∈ H D is a square-integrable four-component spinor. The stationary points
of the energy hypersurface in the space of variational parameters may be found using
the minimax principle

E = min
{ΦL }

[
max
{ΦS}

{Q[ΦΦΦ]}
]
, (29)

where ΦL and Φ S are, respectively, large and small components of Φ. The minimax
principle has been formulated as a recipe for reaching the stationary points in 1986
[17, 18]. A rigorous proof has been presented 15 years later [19].

From the minimax principle one can conclude that if the small component is
known exactly, then E is bounded from below in the variational space HL of the
large components. Also the elimination of the small component leads to an equation
in which the energy parameter is bounded from below, but then the energy parameter
is not an eigenvalue, as one can see in Eq. (18). In the context of variational basis set
calculations most useful is conclusion that E is bounded from below in HL if the
variational spaceHS of the small components is saturated. The saturation condition
may be expressed as

H (n)
S ⊃ R α

2M
(σσσ · πππ)H (n)

L . (30)
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Fig. 2 Behavior of the
ground-state energy (solid)
and of a spurious root
(broken) versus the structure
of the small-component
variational space; NL,
NS—number of the basis
functions in HL and in HS,
respectively

This implies that H (n)
S contains all functions needed for the construction of Φ

(n)
S

which, according to the Dirac equation, corresponds to Φ
(n)
L variationally derived

from H (n)
L . Note, the choice of the functional space rather than of a specific basis

set is essential. The results are determined by the variational space rather than by the
basis set—they are invariant with respect to non-singular linear transformations of
the basis. Saturation and completeness of a space have entirely different meaning.
In particular, a saturated H (n)

S may contain only one function: Φ
(n)
S . Adding to a

saturated H (n)
S more linearly independent functions does not change the computed

value of En . This property is illustrated in Fig. 2.
The procedure described above is accurate but it is state-specific since it describes

a single state rather than a section of the spectrum. An approximate (and frequently
leading to incorrect results) kinetic balance condition

H (n)
S ⊃ (σσσ · πππ)H (n)

L , (31)

obtained if R → 1, M → m, is much simpler and more frequently used. In
particular, the procedures based on the kinetic balance condition are global, i.e.,
state-independent. If the kinetic balance condition is not fulfilled then spurious roots
may appear, also when the basis set is saturated with respect to the state of interest.
This may happen if the specific state is described correctly but the description of
the remaining part of the spectrum is inadequate. This is illustrated in the following
example, where also the physical nature of the spurious root is explained.

4.1 Algebraic Spectrum of a Hydrogen-Like Atom

In order to illustrate the behavior of the algebraic spectrum of the Dirac operator
depending on the mutual relation between the basis sets in the large and small com-
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Fig. 3 Algebraic spectrum
of p1/2 states of Z = 80
hydrogen-like atom; full
circles—energies of 2p1/2,
squares—energies of the
spurious root (denoted as
1p1/2), open
circles—energies of the
discrete states representing
the positive continuum. The
horizontal lines correspond
to the exact energies of
1s1/2, 2p1/2 and to the
ionization limit E
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ponent spaces we consider a simple example of Z = 80 hydrogen-like ion. The basis
set inHL is composed of 5 radial functionsφ j (r) = rγ+ j e−a r , j = 0, . . . , 4,where
γ and a are equal to the exact values for 2p1/2 state. We consider 9 different basis
sets inHS, each of them composed of 6 funcions: 5 of them are the same as inHL

and one additional function is equal to φΔ
5 = rγ+5+Δ e−a r , whereΔ = 0, . . . , 8. One

should expect that the smaller isΔ, the closer to the saturation limit is the basis set in
H S. The values of the lowest four energies are plotted versus Δ in Fig. 3. For Δ = 8
a spurious root (denoted as 1p1/2) is nearly equal to the exact ground state energy.
With decreasing Δ the energy of this state increases and, finally, for Δ = 0, moves
to the continuum. As we see, the presence of the spurious root is an artefact caused
by inappropriate choice of the small component basis set.

5 Two-Electron Dirac Equation

In the case of two non-interacting electrons the two-electron Dirac Hamiltonian H2

may be expressed in terms of the one-electron Hamiltonians H1 as

H2 = H1 ⊗ I + I ⊗ H1, (32)

where I is the one-electron unit operator. The spectrum of H2 is equal to the super-
position of two spectra of H1 is shown in Fig. 1. The result of this superposition
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Fig. 4 Spectrum of a
one-electron Dirac operator
without and with complex
scaling. In the complex
scaled case the discrete part
remained unchanged while
the continua moved to the
complex plane

is rather complicated and its unusual features result in serious difficulties both in
computational implementations and in the interpretation of the results.

The structure of the two-electron spectrum may be seen in a transparent way
using the complex scaling procedure [20]. Complex scaling, also known as complex-
coordinate rotation (CCR), originally designed to study auto-ionizing states, appears
to be a convenient tool to study spectra composed of mutually overlapping discrete
and continuous sections [21, 22]. The basic for this technique theorem says that
under a complex scaling of the electron coordinates

r → r eiθ (33)

in the Hamiltonian, the bound-state energies do not change while the continua move
to the complex plane. The effect of the CCR procedure applied to a one-electron
Dirac Hamiltonian is shown in Fig. 4. In the case of two non-interacting electrons
the spectrum is much more complicated. It is shown in Fig. 5. As one can see, the
continuous spectrum C+− spreads from −∞ to +∞ and thus, there is no gap in the
essential spectrum. The discrete spectrum of the two-electron system overlaps with

Fig. 5 Spectrum of a Dirac
operator describing two
non-interacting electrons
without and with complex
scaling. In the complex
scaled case the complicated
structure of the multiple
continua has been revealed
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C+− continuum, referred to as the Brown-Ravenhall (BR) continuum, after Gerald E.
Brown and D. Geoffrey Ravenhall who described the consequences of this property
of the spectrum of a two-electron Dirac Hamiltonian [23].

If the interaction between electrons described by the non-relativistic Coulomb
potential is included, we obtain the Dirac-Coulomb (DC) Hamiltonian. Thus, a the-
ory based on this Hamiltonian cannot be Lorentz-covariant. An equation Lorenz-
covariant up to terms proportional to α2, the Dirac-Coulomb-Breit (DCB) equation,
constructed Gregory Breit in 1929 [24]. Electron-electron interaction couples dis-
crete and continuumstates. Consequently, theHamiltonian spectrumdoes not contain
discrete energy levels, i.e., it does not have normalizable eigenfunctions. All physi-
cally bound states (including, for example, the ground state of the helium atom) are
auto-ionizing. Due to the presence of the BR continuum, the energies of the auto-
ionizing states are shifted relative to the corresponding bound states. The standard
approach to the problem is to remove the unphysical continuum by properly con-
structed projection operators. In effect one obtains a well defined discrete spectrum,
but the resulting model space is incomplete. For broad discussion of these issues see
[5, 25] and references therein.

In principle, the minimax theorem is applicable to one-electron problems. How-
ever, usually many-electron problems are reduced to the one-electron ones by using
the mean-field approach leading to the Dirac-Fock model or to density-functional-
based approaches. If the Dirac-Fock equations are solved on a grid (numerically)
then the exact relation between large and small component of the wavefunction is
maintained and the energies are bounded from below. Therefore no positive-energy-
space (PES) projection is needed. Also, if in the basis-set calculations the small
component basis is saturated then we also do not need a projection. However, in
other cases, in particular in high-precision multi-configuration calculations this or
another kind of projection is helpful. The genuine many-electron models are based
on using explicitly-correlated wavefunctions. In this case the PES projection secures
correct and stable results, though by a very careful selection of the basis set one
may obtain correct results also without projection [21, 22, 26, 27]. In this selection
very useful can be a recently derived exact relativistic kinetic-balance condition for
explicitly correlated basis functions [27].

In the context of the construction of new methods and the interpretation of the
results derived from the algebraic representation of the eigenvalue problem of the
DCB Hamiltonian, the techniques based on CCR are worth of some attention. In
particular, a separation of the positive-energy subspace of the variational space,
useful, e.g., in relativistic Hylleraas-CI, may be performed independently of the
form of the variational functions [28]. It is also useful in the identification of these
eigenvalues of the matrix representing the DCB Hamiltonian, which correspond to
the bound states. In a discrete representation the eigenvalues corresponding to the
discrete and and to the continuum state energies are mixed and may be difficult
to distinguish. In the CCR spectrum, with the same basis set, one can see which
eigenvalues correspond to discrete energies, which ones to the continuum states.
One can also recognize to which kind of continuum a specific state belongs [21, 22,
29]. Finally, using the CCR-based language one can easily distinguish different kinds
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of continua and explain their role. For example, the meaning of the statement that
the non-projected DC Hamiltonian does not have bound states is easier to explain
using the CCR spectrum.
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A Coherent Resonant Cosmology
Approach and its Implications
in Microphysics and Biophysics

Francis M. Sanchez

Abstract While the reductionist approach, best expressed in Descartes’ Method,
helped science to develop along the objectivity principle, the modern crisis in
quantum mechanics and cosmology calls for a return to a traditional holistic
viewpoint, where the large would explain the small. This could lead to replacing
the concept of ‘emergence’ (where the whole exceeds the parts) by that of ‘im-
mergence’ (foreseen in Mach’s conjecture). This implies a temporal invariance of
the cosmological parameters defined by applying the Bekenstein-Hawking holo-
graphic principle. This latter is associated with a coherence principle according to
which any well-defined system (such as a living organism) is associated with a
specific frequency, analogous to the clock of a computer. Physical laws would then
be related to a computing process. This coherence principle is shown to be central
in atomic physics and defines Coherent Cosmology, which can be seen as a syn-
thesis of standard cosmology and steady-state cosmology, completed by a
‘Grandcosmos’ extending the observable Universe radius by a factor 1061 and
associated with the Cosmic Microwave Background (CMB). For the observable
Universe, there is a specific frequency of 10104 Hz, introducing a quantization of
space-time 1061 smaller than Planck’s scale. The Universe equivalent mass is
expressed in terms of the main three microphysical masses: electron, proton, and
hydrogen; all microphysical masses would be submultiples of it. The dimensionless
‘large numbers’ issued from Cosmology and Microphysics are shown to enter a
Topological Axis with an emphasis for 26 dimensions, rehabilitating the Bosonic
String Theory and pointing to massive gluons and superspeed signals. The Kotov
non-Doppler coherent cosmic oscillation appears as an absolute clock, in holo-
graphic connection with the background. Generalized holographic conservation
yields the critical condition while the trivial matter density 3/10 solves the dark
energy problem. A systematic elimination of c helps to relate the physical
parameters to Kotov’s well-measured cosmic period: 9600.61(2) s, and c-free
standard dimensional analysis confirms the invariance of the Universe horizon,
matter density, and background temperature. The later appears related to the
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triple-point temperatures of H2, O2, and H2O, and to mammals’ temperature
through Sternheimer’s scale factor: j = 8π2/ln2, which itself is related to the electric
constant: a ≈ 137.036. Analysis of the masses of DNA nucleotides and protein
amino-acids shows a connection with Kotov’s period, suggesting that DNA could
be a linear hologram. The Darwinian step-by-step macroevolution theory, by
unrelated random mutations and natural and sexual selection, seems then irrelevant.
We have also investigated the relations between physical canonical large numbers
and economic and musical numbers, hinting that the human brain may act as a
multi-basis computer, favoring the universality of Intelligent Life.

Keywords Holographic principle ⋅ Steady-state cosmology ⋅ Coherent
cosmology ⋅ Antimatter ⋅ Dark matter ⋅ Dark energy ⋅ Eddington theory ⋅
Combinatorial physics ⋅ Photon mass ⋅ Graviton mass ⋅ String theory ⋅
DNA ⋅ Protein ⋅ Cosmobiology

1 Introduction

There is a widespread opinion that something went wrong in contemporary standard
cosmology. In a recent perspective [1] it can be read: “No one yet knows how the
theoretical illnesses of cosmology will be solved, if they can be solved, or even if
they need to be solved. As more conventional attempts to find solutions failed to
make headway, however, it becomes tempting to try more radical ideas. As evi-
denced by past paradigm shifts in physics, radical ideas are often necessary for
progress, and we, as a community, must be open to their exploration. Certainly,
there is no point in being dogmatic about Cold Dark Matter (CDM) when there is
consensus that it cannot be the full picture. Still, it should be a principled radicalism
that we insist upon. Smashing the foundations of the standard cosmological model
is all well and good, but the end result cannot be considered successful unless it is a
truly predictive theory - one that not only fits the bulk of current and future data, but
explains it as a non-trivial consequence of its deeper structure. Simply introducing
additional unconstrained degrees of freedom to fit-out deviations will not do. An
alternative theory should ideally strengthen the connections between cosmology
and the rest of physics too, as CDM has done so ably. Theories with special
constructions that disconnect the causes of cosmological phenomena from their
possible consequences elsewhere look feeble. But even if evolution, rather than
revolution, is needed to fix up CDM, there may still be something to recommend a
more radical stance - perhaps a shake-up of our perspective, rather than our theory,
is what has been needed all along”.

In particular, consider the ‘flatness problem’, i.e., why the Horizon radius R and
the Universe equivalent mass M are tied by a simple relation: M = Rc2/2G. This
problem is currently solved by an ad-hoc inflation step, but this introduces other
theoretical difficulties [2]. Another issue is the value of the so-called dark energy
density: ΩΛ = 0.685(17) [3, 4]. This is compatible with the trivial value, 7/10, one
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obtains by combining the gravitational potential energy of a homogeneous sphere:
(3/5) GM2/R, with the above critical condition. This yields (3/10) Mc2, letting the
density 7/10 apart. This seems to indicate that cosmology may be simpler that it is
ordinarily believed.

Another intriguing point concerns the Hubble constant. While a recent direct
measurement involving supernovae 1a [5] yields a value 73.8(2) km s−1 Mpc−1, the
Planck mission result [3, 4] is 67.8(9). These values are discordant but their average
is very close to that tied to the so-called universe age, 13.81(5) Gyr. Such a direct
correspondence is obtained in the single time-invariant parameter steady-state
cosmology [6, 7], while the standard cosmology optimizes six time-dependent
parameters.

The forgotten steady-state cosmology had correctly foreseen the acceleration of
the galaxy recession and the critical flatness. The main argument that led to its
discarding, the discovery of the Cosmic Microwave Background (CMB), was in
fact not pertinent. Indeed, the steady-state cosmology is the only one that predicted
correctly its temperature, from the Helium density [8]. From Oort’s estimate of
10−30 g cm−3 for real matter density, and from the energy associated with each
Helium atom formation, one obtains about 3 K in a single line of calculus, as shown
below. By contrast, involved computations from the primordial Big Bang model,
with transition from the cold to the hot Big Bang, led to temperatures between 5 and
19 K [9].

Contrary to the primordial Big Bang model, the steady-state model is highly
refutable, which is a standard criterion for a theory to be scientific. Opponents to the
latter proposed various arguments, which later appeared to be disputable [10].
However, it is true that the founders of the steady-state cosmology embarked in a
search for a thermalizing agent such as metal or carbon whiskers [8], which were
not convincing. This was the main cause for the rejection of their cosmology. But
this objection also is not pertinent, because a kind of ‘Grandcosmos’ could play that
thermalizing role, as will be explained below. So observations of CMB, which seem
to confirm the standard model, could be a mere misinterpretation. It is significant
that opponents concentrated their efforts on the problem of the thermal agent. The
irony is that standard cosmology lead to the hypothesis of a Multiverse [11], which
is unobservable, while a ‘Grandcosmos’ could be manifested by the CMB.

A delicate point in the steady-state cosmology is that, as a consequence of its
basic assumption, the Perfect Cosmological Principle, new matter must appear to
compensate for the galaxy recession. This has been seen as a violation of energy
conservation. But it is not really so, since in an invariant horizon the energy must
remains invariant. It is true that this new matter rate production is too tiny to be
directly measurable. But it implies a coherence of the whole universe, implying a
tachyonic physics [12] tied to quantum non-locality and, eventually, a discrete and
deterministic physics [13]. A new matter apparition could be related to the strange
observations reported by Arp [14].

Another dramatic observation is the non-Doppler oscillation [15], with a period
tcc ≈ 9600.61 s, observed in several quasars since decades by Kotov and Lyuty. It
will be shown that this is directly related to the gravitational and Fermi constants
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G and GF. So, steady-state cosmology, a highly refutable model, not only has not
been refuted, but has shown to be very predictive.

There seems to be a serious objection against the steady-state model: for a given
observer A, the celerity of a galaxy can exceed c when it passes across the horizon
of A, while for another observer B this is not so, since the horizons A and B are
different. This will be discussed in Sect. 9, where it will be assumed there is an
absolute clock related to a CMB absolute space (or preferred Galilean frame).

Now, what is the meaning of the expression: ‘Expanding Universe’? If one
defines the Universe as the totality of everything, it is a contradiction since one
cannot answer the question: ‘In what is the Universe expanding?’ But with the
assumption of a Grand-cosmos, the situation is clearer. However, since the horizon
radius is time-invariant the term ‘expansion’ should be replaced by ‘galactic
recession’. Indeed, assuming a repulsive force between two galaxies of masses m1

and m2 proportional to their distance l, its simplest expression is: √(m1m2) l/T
2,

where T = R/c is the only free parameter in the steady-state model. This force
corresponds to an exponential recession, and exceeds the gravitational force for a
distance superior to (√(m1m2)GT

2)1/3: this is of the order of 106 light years, the
dimension of a galaxy group. Neglecting this simple argument led to a historical
misconception: Lemaître and Hubble had taken into account galaxies belonging to
the Local Group, and their value of the corresponding ‘Hubble constant’ was
underestimated by an order of magnitude. Actually, the diagram shown by Hubble
was anything but a straight line and was supported by a single distant galaxy
studied by Humason, his assistant at Mount Wilson observatory [8].

There remains to explain the large success of the standard, primordial Big Bang
theory, called ‘Λ-CDM concordance model’, with a cold ‘dark matter’ (CDM) and a
repulsive ‘dark energy’ tied to the so-called cosmological ‘constant’ Λ. In this paper
we show that the two cosmologies are mutually compatible if one replaces the
primordial Big-Bang phenomenon by a very fast cosmic oscillation. We first pro-
posed this model in 2011 [16] and here we develop its implications in microphysics
and in biophysics.

Section 2 is a quick reappraisal of the cosmology foundations, suggesting a
model of ultrafast computing Cosmos, implying Diophantine physical laws.

Section 3 recalls basic c-free definitions, with proposals for the horizon radius
R and cosmic oscillation period tcc. This shows a dramatic symmetry between
Newton and Fermi constants, related to the parity violation.

Section 4 is devoted to a coherence analysis of the Universe, showing that the
critical condition is a mere application of the standard holography principle and
leading to the replacement of the standard inflation by a very fast oscillation. This
is tied to a quantization of length-time and under-quantization of mass, related to
the vacuum energy. This latter is known to be 10122 larger than the visible energy,
the largest discrepancy in theoretical physics.

Section 5 presents a ‘Black Atom’ model revealing the tight connections
between micro- and macro-physics, related to properties of the electric coefficient
a ≈ 137.036.
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Section 6 is devoted to holographic two-step interaction, leading to a proposal
for photon and graviton masses with a gravity speed Cg exceeding c by ≈
2.47 × 1036.

Section 7 presents an approach of cosmology from the point of view of a
quantum system, with a model of ‘gravitational H2’ pointing to an understanding of
dark matter.

Section 8 is devoted to the combinatorial hierarchy, suggesting that the physical
parameter values are not due to chance, contradicting the Multiverse hypothesis.

Section 9 shows special holographic relations, merging into a topological axis,
this rehabilitating ultrafast bosonic string theory.

Section 10 is an introduction to Cosmobiology, showing that significant com-
binations of masses of nucleotide bases and amino-acids are related to ‘magic
numbers’ occurring in cosmology and microphysics.

Section 11 presents the Harmonic Principle, confirming that fundamental laws
are arithmetical in nature.

A conclusion summarizes the misconceptions that have led to the present
blockage of theoretical physics and cosmology, and recalls general principles to be
used in the search for a Diophantian Grand Theory.

2 A Reappraisal of Cosmology Foundations: Coherence
Principle

In this paragraph, we discuss the usual reductionist approach of the Universe as
an ensemble of elementary particles in statistical c-limited interactions, tied by
differential equations.

According to Poincaré, the laws of physics must be invariant, a premonition of
our Perfect Cosmological Principle, which adds to space homogeneity time regu-
larity, the basis of steady-state cosmology.

More generally, the very concept of physical law implies a calculus behind it.
This is in contradiction with the usual statistical interpretation of quantum physics,
but will be confirmed by ‘coherence analysis’ (Sect. 4). Note that Poincaré was first
to stress that the hypothesis of quanta is the only one that can lead to the Planck law
[17]. Later on, this specialist in differential equations claimed that physics can no
longer be founded solely on differential equations [18].

There are two kinds of laws: local and global. The first laws are of differential
type and sensitive to boundary or initial conditions. Thus they cannot be applied
consistently to cosmology, for the observable Universe is unique and, as Poincaré
first noticed, free parameters would be involved [18]. The second type is that of
conservation laws, with no free parameters: for instance, energy conservation in a
closed system, a phenomenon that is not really understood from its classical
association with a homogeneous time. But if one introduces a coherence principle,
stating that a ‘well-defined’ system is vibrating with an invariant frequency f (for
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instance, a matter-antimatter vibration [16, 19]), then the meaning of energy con-
servation is that energy is associated with frequency, a more basic concept. Now, an
invariant frequency is an essential requirement in holography. This technique is the
most efficient way to deal with information and it can be shown to correspond to
global conservation laws.

Interestingly, independently of the present ‘Coherence Principle’ and of the
earlier arithmetic ‘Holic Principle’ [19], other physicists introduced a reduced
‘Holographic Principle’ [20], generally limited to the consideration of a single
holographic unit: the Planck area. But we have shown [21, 22] that other units,
especially the linear Planck length as well as fundamental particle and cosmic
wavelengths, enter such holographic conservation relations.

But the essential point for applying holography has been overlooked: hologra-
phy needs complete coherence of all waves, meaning a single frequency at work,
and this is not possible if the Universe is limited by c, far too slow to insure
coherence in the Universe.

In addition, the so-called ‘wave-particle dualism’ has never been really
explained. The experimental fact is that matter, as light, propagates by waves but is
absorbed by quanta. The simplest explanation is that rapid precursors ‘analyze the
situation’ before the quantum effect takes place [23]. Non-locality is thus essential
in wave mechanics. One cannot understand quantum physics without involving a
superspeed cosmology. One of the goals of the present article is to compute this
celerity.

3 The Fundamental Formula: Evidence for Ultrafast
Sweeping

In some of the following definitions, c is eliminated. Here, a ≡ ħc/qe
2 ≈ 137.036 is

the inverse fine-structure constant and ƛe ≡ ħ/mec ≡ cte is the reduced electron
Compton wavelength. Moreover, aG and aw are the gravitational and electroweak
analogs of a in the famous article of Carr and Rees [11], except that these authors
choose the gravitational force between two protons while we consider the force
between a proton and a hydrogen atom, which will be justified in our gravitational
hydrogen molecule model (Sect. 7). If M and R designate the equivalent mass and
radius of the Universe, and rH

(0) is the bare Bohr radius and mP the Planck mass, one
defines:

rH
(0) ≡ aƛe ð3:1Þ

aG ≡ℏc ̸GmpmH ð3:2Þ
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R/2≡ aG ƛe ð3:3Þ

m4
P ≡MmempmH ð3:4Þ

aw ≡ ƛe
2 ħc/GF ð3:5Þ

tcc ≡
p

aGawð Þte ð3:6Þ

The elimination of c is what is expected in a Coherent Universe, for this speed is
clearly too small to connect such a vast space. For this reason, in order to explain
the homogeneity of CMB, the standard cosmology invokes an ad-hoc superfast
inflation. It is of course more logical to invoke quantum non-locality. Interestingly,
the associated time R/c is exactly, apart a factor 2 that is explained below, the
so-called Universe age. We predicted it, 18 years before its recent 0.3% determi-
nation, by using c-free dimensional analysis and the symmetrical product of
electron-proton-neutron masses. The reason why this simple calculation was not
made earlier is probably because the common setting c = 1 in formulas excluded c-
free dimensional analysis. Note that the identification of the concepts of space and
time was earlier criticized by Poincaré [18]. However, this 0.3% correlation also
means there is something right in standard cosmology, which has to be taken into
account in other models.

Since the Fermi constant GF, the associated Fermi mass: mF ≈ 573 007.33(25)
me, and the cosmic period tcc are 100 times better defined than G, we have derived a
more accurate value of G, G′ (Table 1), whose tabulated value [3] was an average
between widely spread measurements. The corresponding value for R is:

R ≡ 2GFtcc²/meƛe
4 ≡ 2ħ²/G’mempmH ≈ 13.8123 Gly ð3:7Þ

corresponding respectively to ħ-free and c-free definitions.
Combined with the critical condition, this corresponds to the following sym-

metric relation, solving the ‘Large Number Problem’ and making very precise the
well-known fact [11] that aG is of order of W8, W and Z being masses of the weak
bosons relative to that of the electron:

R/2ƛH ≡ √(M/m'e) ≡ ħc/Gmemp ≈ (WZ)4/2 ≈ √(10/πPt) x 2137 ð3:8Þ
Note that this corresponds to a special case of Eddington’s formula [24]: R ̸2σ =

p
N,

with the identifications: σ ≡ ƛH and N ≡ M /m′e,m' e ≡ memp /(mp + me) being the
reduced electron mass. This could mean that the electron is a basic stuff of the
Universe. One may notice that the Ptolemaic approximation: πPt ≈ 2 + 137/120,
appears in Eq. (3.8). This yields the more accurate value G′:
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G′ ≈ 6.6754552× 10− 11 kg− 1 m3 s− 2 ð3:9Þ

This value is consistent with the relation: pG =mP ̸263.5me ≈ 212 ̸
p
5 (accurate to

<140 ppm), implying a role of the Babylonian value: πBb ≈ 25/8. Indeed, a sys-
tematic search on the computer reveals the following (10−9 accurate) relation,
where H, p and n are the mass ratios of the hydrogen, proton and neutron to the
electron (Table 1):

πPt ̸πBb ≈ 6π5pH9 ̸p4Gn
7 ð3:10Þ

The above definitions also imply the relation:

√(G'GF) ≡ (ƛe
2/tcc) ħ/√(mpmH), ð3:11Þ

showing two terms that are both area speeds, characteristic of the second Kepler
law. This is significant of a sweeping construction-deconstruction of the Universe
through a single point (that we called ‘Hol’ [19]), corresponding to zero-dimension
holography. Since such a sweep is necessarily oriented this may be the source of
right-left dissymmetry, called ‘parity violation’ in particle physics and ‘chirality’ in
biophysics.

Note that the common belief that quantum physics is limited to the microphysics
is false, since the Pauli exclusion principle also enters the calculation of a star radius
via the concept of energy degeneracy. Also, if all atoms in a star are identical, a
question is the limit of the star radius when the number of atoms goes to unity. The
following calculation of a star radius was given by Davies [25].

A ball of gas of radius R remains in equilibrium if its self-gravity is balanced by
the combined effect of its internal thermal pressure and its electron degeneracy
pressure. This is the case if the gravitational energy per particle is comparable to the
sum of the thermal and degeneracy energies. For a hydrogen gas this implies:

kθ+N2 ̸3ℏ2 ̸meR2 ∼GMmp ̸R ð3:12Þ

with N = M/mp. At low density (large R), the second term is small, and the
temperature θ is then inversely proportional to R. This is the case when the star
starts forming from a slowly contracting cloud of gas. Eventually, when the radius
shrinks, the degeneracy term becomes important, and the temperature reaches a
maximum when:

Gm2
pN ̸R∼N2 ̸3ℏ2 ̸meR2 ð3:13Þ

is largest. This occurs for:
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R∼ 2ℏ2 ̸Gm2
pmeN1 ̸3 ð3:14Þ

which is, for N going to unity, the above redshift radius (3.3), except for a
hydrogen/proton mass ratio.

It is recalled that Eddington’s prediction [24] for the number of hydrogen atoms
in the Universe is 136 × 2256, a prediction that is consistent with the concordance
value: T ≈ 13.80(5) Gy. Taking account of the 3/10 relative density for matter, this
writes:

Mmat ̸mH = ð3 ̸10ÞTc3 ̸2GmH ≈ 2256 × 136.2ð5Þ ð3:15Þ

The accuracy reaches 20 ppm if one uses G’ and the neutron mass instead of
Eddington’s mH So, dark matter would in fact be similar to ordinary matter. But as
these two varieties of matter are not photon-interacting, it would mean they are
vibrating in quadrature. In Sect. 7 we relate this conjecture to a similar one for
antimatter.

4 Coherence Analysis: A Computing Cosmos

4.1 The General Coherence Condition

Various authors have advanced the hypothesis that the laws of physics result from a
calculation process [26]. This is sustained by the properties of cellular automates
[27]. Moreover, Gerard’t Hooft has shown that quantum field theory can be adapted
to deal with a deterministic cellular automaton [28]. This suggests that behind the
so-called ‘indeterminacy’ of quantum physics a ‘deterministic’ process is at work.
This induces the following ‘coherence analysis’, where numerical coefficients are
first omitted for simplicity.

Consider a critical Universe with radius horizon R. Filling the interior sphere
with observers of virtual mass m (remember the vacuum is not really empty), this
forms a volume referential superseding the ordinary three-axis frame. We define a
‘coherence domain’ associated to the mass m as: ƛm ≡ ħ/cm. The total mass is
limited by the critical condition M = Rc2/2G, so the number Nobs of observers is
limited to the value Rƛm/2lP2. Note that this critical condition currently applies to a
black hole, and is considered as a limitation for preventing collapse. This formula
also applies to the Universe but for the latter, galaxy recession prevents such a
collapse. Calling d the mean distance between observers, the number of observers
is:

Nobs ∼ ðR ̸dÞ3, ð4:1Þ
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yielding:
(RlP)² ~ ƛmd3. ð4:2Þ

This General Condition will be applied in four different ways.

4.2 The Global Coherence Condition and the Large Number
Problem

With the global coherence condition ƛm ∼ R, one gets Nobs ∼ (R/lP)
2 and:

d∼ Rl2p
� �1 ̸3

∼ 10− 15 m, ð4:3Þ

a result also obtained by Ng [29] considering the Universe as a ‘grand parallel
computer’ while maintaining c-limitation. In contrast, we consider a coherent and
sequential superspeed Universe. The length 10−15 m obtained has no significance in
the standard R-variable scheme, but it is close to both the nuclear scale and classical
electron radius re. This could be at the origin of the ‘Large Number Hint’, con-
sidered as a problem in the frame of the variability of R, hence the so-called
‘Anthropic Principle’ [11]. Note that the radius re

3/lP
2 corresponds to the elimination

of c between re and lP. Moreover, it writes as a function of the Nambu mass: mN =
ame, which plays a central role in particle physics [30]. We then introduce the
following radius:

R′ =2ℏ2 ̸Gm3
N , ð4:4Þ

the factor 2 coming from the fact that the associated critical mass is then very
simple: M′ = mP

4/mN
3. The radius R′ is slightly larger than R:

R′ ̸R=mempmH ̸m3
N ≈ 1.31084. ð4:5Þ

The simplest interpretation is to view R′ as a holographic equivalent of a
Grandcosmos beyond, as detailed below. This ratio being close to 4/3, we can
assume the following half-sphere holographic quasi-conservation of the
Bekenstein-Hawking entropy [20]:

SBH = πðR ̸lPÞ2 ≈ ð2π ̸3ÞðR ̸reÞ3. ð4:6Þ
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4.3 The Single-Observer Condition: Critical Condition,
General Quantization and Universe Size

With Nobs ∼ 1, or the condition d ∼ R, one obtains:

= M = ħ/cM = 2lP2/R ~ 10–95m.m ð4:7Þ

This can be seen as a ‘Universe wavelength’, of central importance since it enters
the following holographic form of the critical condition, R = 2GM/c2:

π(R/lP)2 = 2πR/ƛM. ð4:8Þ

It is to be noted that this goes beyond the standard limitation of length by the Planck unit
lP while the standard holographic principle [20] involves only the area lP

2.
If one considers that any particle mass m = M/Nm is a sub-multiple of the total

Universe mass M then the associated wavelength ƛm is a whole multiple Nm of ƛM,
which allows extending the above holographic conservation in the following manner:

ð4:9Þ

This set of circles generates the approximation of a sphere. But for this approach
to be acceptable the Nm must be large numbers. So the considerable vastness of the
Universe receives a justification better than the standard one, which states that the
initial Big Bang conditions were adjusted to 10−60 or so.

Note that the characteristic mass m0 = ħ/Rc ≈ 2.69 × 10−69 kg is not a quantum,
but a sub-quantum:m0 =M/N0, of the total massM, withN0 = (R/lP)

2/2. This provides
an interpretation of the standard Bekenstein-Hawking entropy [20] apart for a factor
π/2. This is sustained by the 2% accurate formula (on a number of the order 1061):

p
SBH = ðπ ̸2Þ∧ ðF ̸

p
pnÞ, ð4:10Þ

where the exponent is the Fermi mass relative to the mean proton-neutron mass.

4.4 The Standard Coherence Condition: Grandcosmos
and Vacuum Energy

In standard physics, the lower limit to a spatial dimension is the Planck length lP.
With the condition d ∼ lP, one obtains:

ƛm ~ R²/lP ~ 1087 m ~ RGC ð4:11Þ
This defines a length of the order of a Grandcosmos radius defined as follows.

Applying the monochromatic holographic principle to the above sphere of radius
R′, with lP being the monochrome unit:
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πðR′ ̸lPÞ2 = 2πRGC ̸lP, ð4:12Þ

we define a radius: RGC = R′2/2lP ≈ 6.945 × 1060 R.
Assuming this ‘Grandcosmos’ is closed by a critical condition with superspeed

C, the uniformity of equivalent matter density in the Universe implies: C/c = RGC/
R. So a mass m is associated with two energies, the standard one mc2 and the
superspeed one mC2, with a ratio (C/c)2 ∼ 10122. This may be a solution to a main
problem in contemporary physics: the vacuum energy, which shows up in the
Casimir effect [31, 32] but is 10122 larger than the visible energy. The expression of
the ‘Grandcosmos’ volume in terms of the Bohr radius takes the form:

ð4π ̸3ÞðRGC ̸rHÞ3 ≈ aa ̸π approx ð1 ̸ln2Þ
pðpHÞ. ð4:13Þ

A simple hypothesis is that the ‘Grandcosmos’ is the source of the cosmic
microwave background. Indeed, R′ appears to be linked to the Wien CMB wave-
length, for one has (within 0.1%):

4πðR′ ̸lWienÞ2 ≈ ea. ð4:14Þ

This casts a doubt on the general belief that a thermal field looses information.

4.5 The Field Coherence Condition: CMB and Biology

With the field coherence condition: ƛm ∼ d, one obtains:

m ~ d ~ (RlP)1/2 ~ 10–4 m, ð4:15Þ

which is of the order of the CMB wavelength, but with a significant departure that
will be interpreted in connection with the identification of specific cosmic param-
eters with biological parameters (Sect. 10). This means that:

Nobs ~ (R/lP)3/2 ~ (ƛm/lP)3, ð4:16Þ

showing another generalization of the standard holographic principle, since now the
volume of the redshift sphere (in Planck length unit) is involved.
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5 The ‘Black Atom’ Model

The ‘black atom’ model [16] considers a hydrogen atom immersed in a black hole
of radius Rba, limiting electron circular trajectories. The intermediate space is
paved with spheres of radius rn = nƛ℮, where ƛ℮ = ħ/mec and n is an integer. The
corresponding electron velocities are derived from ħ = mernvn, this implying vn = c/
n (the first trajectory: n = 1, is excluded). Equating the corrected Bohr radius: rH =
aƛ℮ (1 + 1/p)—where p is the proton to electron mass ratio—with the mean radius
of the spheres—limited by Rba/λe—each with a probability proportional to n−2, one
obtains:

rH/ƛe = Σ(1/n)/Σ(1/n²). ð5:1Þ

With z ≈ 0.422784335 (the complement to 1 of Euler’s constant), this defines a
radius:

Rba = ƛe exp [(π2/6 - 1) rH/ƛe + z] ≈ 1.4923 × 1026 m ≈ 15.775 Gly. ð5:2Þ

This is very close to the value of 2ħ2/G [(ade + 2π)me]
3, de being the abnormal

electron magnetic coefficient: de ≈ 1.001159652. The number a + 2π is very close
to the canonical term of the Planck law: eω ≈ 143.3249, where ω = 5(1 − e-ω) is the
Wien coefficient, i.e. the ratio between the nominal wavelength hc/kθ and the Wien
length. The proximity with a + 2π suggests that a is an a angle. Indeed (within
22 ppm), cos a ≈ 1/e. Now, a characteristic property (within 1 ppm) is:

ðadε +2πÞ3 ≈ a3 ̸2m2
n ̸memp, ð5:3Þ

where the neutron and proton masses appear. So there is a relation between Rba, R′
and R, specifying the approximation (within 0.25%): Rba ≈ (RR′)1/2. This ‘black
atom’ relation can be approximated by:

a ̸lnð2aGÞ≈ ðπ2 ̸6− 1Þ− 1, ð5:4Þ

which specifies the earlier proposed rough relation: a ∼ ln(aG) [11].

6 Holographic Two-Step Interaction

As conjectured at the end of Sect. 2, ultrafast wave precursors analyze the situation
before ‘deciding’ where a quantum effect will arise [22]. It is to be noted that even
the electromagnetic interaction is not yet really understood [33]. Consider, for
simplicity, two identical systems of mass m in their ground state. The first system is
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characterized by a stationary wave which may be seen as the sum of diverging and
converging waves: s + s*, with s = exp [2πif ⋅ (t − r/c)], where f is the proper
angular frequency: mc2/ħ. The second system is characterized by an analogous
standing wave: r + r*. Assuming that the vacuum is not empty, an hologram is
formed: (s + s*) (r + r*), which includes the resonant sum: sr* + s*r. So, the very
presence of two systems creates an inhomogeneity in space.

Now, if the first system has an excess of energy, it means it is receiving an
excess signal of a form proportional to s*. By diffraction on the above hologram, it
gives rise to: s*(sr* + s*r), with a resonant term r*. Note the similarity between this
holographic formalism and the unitary matrices of quantum physics: ss* = 1. But
the above argument shows that convergent waves are of primordial importance,
rather than the current diverging waves. As the process is symmetrical, this leads to
an oscillation. This is known as the particle exchange (implying a boson with mass
mB) associated with any interaction. But here it is assumed that the boson has a
superspeed CB. The resonance condition is that the wavelengths are identical, in
analogy with Gabor’s holographic microscopy condition [34]. So, for the electron:

ƛe = ħ/mec = ħ/mBCB . ð6:1Þ

In accordance with the previously discussed importance of R/rH, one may try:

R ̸rH =CB ̸c=me ̸mB ≈ 2.47 × 1036. ð6:2Þ

This could define a gravitational speed, associated with a graviton mass:

mgr =merH ̸R= am0 ≈ 3.689 × 10− 67 kg, ð6:3Þ

where m0 = ħ/Rc ≈ 2.69 × 10−69 kg is a Universe ‘quantic mass’ (not quantum of
mass), much smaller than the Planck mass.

By extending the argument to the electroweak interaction, with characteristic
mass mw = awme, one may write:

R ̸rH =CB ̸c=mw ̸m′

B ≈ 2.47 × 1036. ð6:4Þ

This would define a photon mass:

mph =mwrH ̸R≈1.211 × 10− 55kg≈mZme ̸224mP, ð6:5Þ

thus relating (within 90 ppm) to the mass of the Z neutral weak boson, which is
known to be linked to the photon in electroweak theory. This value is much larger
than that assessed by Maruani [35]: mph ≈ 1.355 × 10−67 kg. But it is very close to
that proposed by Marchal in terms of the ‘cosmic oscillation’ period tcc ≈ 9600.60 s
[36]:
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mph =ℏ ̸c2tcc ∼ 1.222 × 10− 55kg. ð6:6Þ

The present-day [3, 33] maximal assessed value for mph is 1.8 × 10−54 kg.

7 The Universe as a Quantum System

7.1 The Basic Hydrogen Spectrum

Three years before Niels Bohr, Arthur Haas had equalized three forms of energy:
the kinetic, the potential, and the quantum nhf using the frequency of the electron
rotation: nhve/2πr = nħve/r, in a 2D circular model of an electron orbiting around a
proton with speed ve on a circle of radius r [37]. In fact, from the virial theorem
twice the kinetic energy ought to be considered. Neglecting first the equivalent
mass correction in this two-body system, one obtains:

mev2e =ℏc ̸ar= nℏv ̸rn. ð7:1Þ

Here, a ≈ 137.036 is directly involved in the electric force between two ele-
mentary charges: (qe/r)

2 = ħc/ar2, yielding a = ħc/qe
2 (the inverse αve of a is

commonly called ‘fine-structure constant’). Note that the so-called ‘electric vacuum
permittivity’ and ‘electric charge unit’ are misleading concepts: indeed, as any
electric force is a whole multiple of this unitary force, the choice of a specific unit
for the electric charge is not necessary. Any electric charge is related to a whole
quantum number.

The above relations contain the Bohr quantum relation nħ = rnmeve, yielding:

ven = c ̸an, ð7:2Þ

rn
(0) = n2aħ/cme ≡ n2aƛe ð7:3Þ

In fact, Haas was the first to apply what we call here the ‘Coherence Principle’
but, using the true kinetic energy, he obtained twice the correct value for rn, and
especially for the bare Bohr radius: r1 = rH

(0) = aƛ℮. Note that with the mass
correction, the real Bohr radius is: rH = rH

(0) × (1+ me/mp) ≈ rH
(0) × (H/p), p and H

being the proton and hydrogen masses by respect to the electron mass.
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7.2 The Gravitational ‘Hydrogen Molecule’

Now, neglecting the electrostatic and exchange interactions, consider a proton
coupled to a hydrogen molecule orbiting by gravitation on a circle of invariant
radius R, where an electron is also circulating with velocity ve. The gravitational
potential energy can be written: GmHmp/2R, but it can be written in the same form
as above by introducing the gravitational interaction constant aG = ħc/GmHmp. In
this three-body system, the Coherence Principle gives, for n = 1:

ve = c ̸2aG, ð7:4Þ

R = 2aG ƛe = 2ħ2/GmemHmp ≈ 13.812 Gly, ð7:5Þ
which shows that the above definition is compatible with the 3-ppt accurate
so-called Universe age: 13.81(5) Gy [4, 5].

By adding the standard critical condition or, equivalently, the Schwarzschild
radius formula of a black hole horizon: R = 2GM/c2, this can be written, using the
reduced mass me′ = memp/(mp+me):

R/2ƛH = √(M/me') = ħc/Gmemp, ð7:6Þ
which is, as recalled above, Eddington’s statistical formula [24]: R/2σ =√(M/m),
with the identifications: σ = ƛH ≡ ħ/mHc and m = me′.

This responds to Carr and Rees questioning [11], who stated that current physics
cannot explain the Large Number Correlation. Note that Eddington did not rec-
ognize this very symmetric identification because, at his epoch, the Hubble radius
was under-estimated by an order of magnitude. It can be recalled that Eddington’s
basic argument was that in a black hole of radius R, the position of a particle is
uncertain by a length R/2. If one has N particles, this is reduced by a statistical
factor √N, yielding a reduced length R ̸2

p
N which Eddington associated with the

nuclear force range. But the above equation shows that it is rather the reduced H
wavelength. The surprise comes from N, an equivalent number of electrons, as if
everything in the Universe would be defined by electrons or if a single sweeping
electron-positron pair would define it all.

7.3 Quantum Universe and Real Matter

The previous Section was limited to the case: n = meRve/ħ = 1, and yielded the
radius of the observable Universe. This suggests the existence of an external
Grandcosmos, for larger values of n. We now assume that a single equivalent
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electron is associated with a celerity Ve obeying the Coherence Principle applied to
the energy Mc2:

meV2
e =Mc2. ð7:7Þ

The question is: ‘What is the corresponding quantum number n = meRVe/ħ’?
This can be written, taking into account the above Eddington statistical relation:

ðnℏ ̸meRÞ2 = c2M ̸me = ðc2nℏ ̸GmempÞ2, ð7:8Þ

which shows a symmetry (m, −m) expressing the double solution matter-antimatter:

nℏ ̸meR=±ℏc2 ̸Gmemp. ð7:9Þ

Limiting to positive values, this leads to:

n=Rc2 ̸GmH =2M ̸mH , ð7:10Þ

which is the overall number of particles (electrons + protons) in a sphere of radius
R, and a natural quantum number previously used by Eddington [24]. This is a
validation of the Coherence Principle, for which an equipartition of the energy meVe

2

among the M/mH electrons leads to an elementary kinetic term: meve
2 = mH c2, this

implying:

ve = c
p

mH ̸með Þ. ð7:11Þ

As this is not allowed by Relativity theory and as the liberation velocity at the
periphery of a black hole is c, one would rather have there: ve ≈ c, i.e.:

mHV ðrÞ2
e ≈Mc2, ð7:12Þ

showing the way the above model can be adjusted. So, consider a reduced number
of real hydrogen atoms with density ΩH

(r). The corresponding quantum number is:
n(r) = 2ΩH

(r) M/mH = me RVe/ħ, corresponding to: Ve = 2ΩH
(r) Mħ/RmemH; then the

kinetic term becomes:

meV2
e =ΩðrÞ

H
2Mc2. ð7:13Þ

In order to satisfy Eq. (7.12), one has:

ΩðrÞ
H ≈

pðme ̸mHÞ≈ 0.0233. ð7:14Þ

So, the apparently strange fact that the Universe is only scarcely occupied by
ordinary matter would come from the large proton to electron ratio. Note that the
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above density is about half the standard baryonic density [3], but confirms the
steady-state cosmology (SSC) model. Indeed, the SSC model does predict a thermal
background, resulting from thermalization of stellar radiation. Taking for the
helium mass density the standard value 0.252, this means a total helium mass of ≈
0.252 × 0.0233 × M ≈ 5.172 × 1050 kg, or 7.726 × 1076 helium atoms. For each
helium atom, the released energy is (4mH − mHe)c

2 ≈ 4.283 × 10−12 J. Thus, the
total energy is: 3.309 × 1065 J, corresponding to an energy density within the R-
sphere of: 3.541 × 10−14 J m−3. Equalizing this with the black body energy
density: (π2/15)(kT)4/(ħc)3, we obtain: θ ≈ 2.616 K, which is close enough to the
CMB measured temperature: 2.726 K, to confirm the above real matter density.

Now, taking nm = ΩmM/me, this defines a reduced energy respective to Mc2:

ðnmℏ ̸RÞ2 ̸me = ðΩm ̸2Þ2Mc2 = >Ω′

m = ðΩm ̸2Þ2 ≈ 0.0225, ð7:15Þ

which differs only by 3.7% from the above value: ΩH
(r) ≈ √(me/mH) ≈ 0.0233, for

real matter density.

8 The Combinatorial Hierarchy

The question arises whether there is a relation between the 3 interaction constants a,
aw, and aG. An interesting point is the remarkable (0.56% accurate) property:

aG ≈ 2127 − 1, ð8:1Þ

which is a Mersenne prime number belonging to the Catalan series: indeed 127 = 27

− 1, then 7 = 23 − 1, and finally 3 = 22 − 1, are also Mersenne prime numbers.
Now their sum is 3 + 7 + 127 = 137, which is the integer value of a, the number
137 introduced by Eddington. Note that his ‘Fundamental Theory’ was rejected as
soon as it appeared that a is slightly distinct from 137.

The above series is known as the Combinatorial Hierarchy, which ends at the
127th power [38]. Now, 137 and a are related (within 0.12 ppm) by the formula:

ð1372 + π2Þ1 ̸2 ≈ 137.0360157. ð8:2Þ

The measured value: a ≈ 137.035999074(44), corresponds to a value of π ≈
3.140863246. It is to be noted that π appears in the Lenz-Wyler approximation of
the proton to electron mass ratio: p (1836.153) ≈ 6π5 (1836.118). This means that
the increment of a relative to the ‘magic number’ 137 may be related to the ratio of
the masses of the two most stable particles in the Universe. This resembles the
gyromagnetic ratio of the electron departing from the Dirac value 2 by an expansion
in terms of the product aπ [35, 39]:
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g0 ≈ 2+ 1 ̸ aπ≈ 2.002322819 ðexp1≈ 2.002319304Þ. ð8:3Þ

Note that the Ptolemaic approximation of π: π ≈ 377/120 = 2 + 137/120 (ac-
curate to 23 ppm) involves the 5th sum of the harmonic series:

1
1+ 1 ̸2 = 3 ̸2
1+ 1 ̸2+ 1 ̸3= 11 ̸6
1+ 1 ̸2+ 1 ̸3+ 1 ̸4= 52 ̸12
1+ 1 ̸2+ 1 ̸3+ 1 ̸4+ 1 ̸5= 137 ̸60
1+ 1 ̸2 + 1 ̸3 + 1 ̸4 + 1 ̸5 + 1 ̸6 = 72 ̸20
1+ 1 ̸2 + 1 ̸3 + 1 ̸4 + 1 ̸5 + 1 ̸6 + 1 ̸7 = 32 × 112 ̸420

The prime numbers in this series shows a recurrence of 11:

3; 11; 52; 137; 72; 112; . . . . ð8:4Þ

which is the sum of the number 4 of ordinary space-time dimensions and the
number 7 of hidden supergravity dimensions. Moreover, 4, 11, and 137, which are
the maximal numbers of parts in an n-cutting process, yielding: n (n + 1)/2 + 1 (for
n = 2, 4 and 16), are related by:

112 + 42 = 137. ð8:5Þ

In addition, 4 = 3 + 1 is the canonical relativistic partition of space-time while
11 = 10 + 1 relates 11, the number of supergravity dimensions, to 10, the super-
string number.

As ancient Egyptians used only unitary fractions: 1/n, they were probably aware
of the special properties of 137. Indeed, the hypostyle room between the second and
third pillars of the Amon temple in Karnak displays patterns characteristic of the
Combinatorial Hierarchy and harmonic series. On each side of the main axis there
are columns gathered in groups of 28, 21, 12, and 6. Now, 6 and 28 are ‘perfect
numbers’ while 21 + 12 = 33, the prime number rank of 137. The total number of
columns is then: 134 = 7 + 127 = 137 − 3, all these numbers appearing in the
Catalan series (see above) and in the completed tetractys: 3 + 7 + 127 = 137.

The electric parameter a is related to the ‘magic number’ 137 not only through
the above relation to π but also through the ‘golden ratio’ π:

137 ln π≈ p ln a ̸a ð8:6Þ

p being the proton to electron mass ratio. Equivalently, the relativistic factor in the
first hydrogen orbit is (within 0.15 ppm):
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β2 = 1 ̸ ð1− 1 ̸ a2Þ≈ ln a ̸ ln137. ð8:7Þ

Now, a direct relation is found involving the three numbers implying the elec-
tron: a, aѡ, and P = mP/m℮:

P10 ≈ a7wð
p
aÞ134, ð8:8Þ

which is accurate within 50 ppm. Splitting 10 as 3 + 7 and 134 as 7 + 127, one
gets:

P3ðP ̸aw
p
aÞ7 ≈ ðpaÞ134, ð8:9Þ

where the neutron to electron mass ratio n appears:

P ̸aw
p
a≈ n3. ð8:10Þ

This relation, accurate within 90 ppm, is encountered in the systematic elimi-
nation of c in the cosmic oscillation period [16].

9 Special Holographic Conservation and Topological Axis

The following holographic expression, of type of area of a 4D-sphere: 2π2r3,
involves very precisely the CMB wavelength: λСMB = hc/kθСMB, yielding a tem-
perature compatible with the measured one, θСMB ≈ 2.7255(6) K:

2127 ≈ 2π2(λCMB/ƛe) × (λCMB/ƛH)2 => θ
CMB

≈ 2.7258204 K. ð9:1Þ

This is confirmed by the following formula involving the Fermi wavelength:

ð9:2Þ

This permits to propose the more accurate Fermi constant: GF ≈ 1.43585090 ×
10−62 J m3, corresponding to the Fermi-electron mass ratio: F ≈ 573007.325. This
is the value we use in what follows, with the corresponding CMB wavelength:

ƛCMB ≈ 0.84007165 mm. ð9:3Þ

Now, the above formula R = 2ħ2/GmempmH may be written in terms of a 1D-2D
holographic conservation:

ð9:4Þ

while the connection with lcc = ctcc permits to add a 4D term implying both the
Fermi and CCO wavelengths. Moreover, another 4D term clearly involves both the
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CMB and neutrino (CNB) wavelengths through the characteristic ratio: 11/4 ≡
(TCMB /TCNB)

3, the cube of their temperature ratio:

ð9:5Þ
accurate within 0.1 ppm. This calls for a 3D holographic term, which gives the
CMB nominal wavelength as a function of the hydrogen molecule:

ð9:6Þ

Once more, this corresponds to a c-free calculation: starting from the constants
G, ħ, and the characteristic energy kθCMB, one obtains a length close to the
hydrogen wavelength with a geometric factor 8/3, inducing directly the above
holographic relation.

Looking for a 5D term leads to the relation:

ð9:7Þ
where 2π2a3 is the area of a 4-sphere of radius a, and also the product of the
perimeter by the area of a disk of radius a, a characteristic of 4D space. The
correcting factor, involving the hydrogen to electron mass ratio H and
the Lenz-Wyler approximation 6π5 for the proton-electron mass ratio, confirms the
above proposed value G′, a factor π being eliminated:

ð9:8Þ

This displays the bosonic dimension 26 with 1.6 ppm accuracy (see below).
According to the Holic Principle [19], the 210-D term (2 × 3 × 5 × 7 = 210)

could be relevant. Indeed one has the following relation involving the constant k =
2R/R′ = 2a3/pH (with an accuracy of 15 ppm on k):

ð9:9Þ
Another geometric property is:

ð9:10Þ
accurate within 4.5 ppm. As (R/ƛ℮)2 ≈ 2256, this implies a relation between powers
of 2 and π. The number 137 also appears as relating π and p:

21 ̸155 ≈ π1 ̸256 ≈ ð2πÞ1 ̸3× 137 ≈ 2pð Þ1 ̸p ð9:11Þ

396 F.M. Sanchez



This example shows how the consideration of cosmic properties helps to connect
physical parameters.

Moreover, the c-free length defined from ħ, G and the Universe mass density is,
within a geometrical factor √(8π/3), very close to ƛ℮

2/lp, suggesting a correspondence
between G and GF:

ð9:12Þ

So, the simple technique of dimensional analysis yields the temporal invariance
of the horizon radius, the background temperature and the matter mean density,
leading to a justification of the Perfect Cosmological Principle.

The easiest way to display large numbers from both macro- and micro-physics
on a single graph is to use a double logarithmic representation. There appears a
regularity that summarizes the holographic conservation laws. By alternating micro-
and macro-physical numbers, the holographic relations show the series displayed in
Fig. 1. A surprise is that the numeration of the large numbers appears to be the
special dimension series of string theory. One can write:

The first two relations are well known (Weyl, Eddington, Dirac). The third one,
which implies CMB, was mentioned by Davies [25]. The fourth one, that implies the
intermediary boson, was noticed by Carr and Rees [11]. According to Green et al [40]:

Fig. 1 Topological axis: double logarithm display of large numbers appearing in micro- and
macro-physics. The x-axis numeration shows the string theory special series [40]
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“In string theory, diffeomorphism anomalies arise from chiral fermions and exist
only if space-time has 4p + 2 dimensions”. It is precisely this series that appears on
the horizontal axis. Note that the gauge bosons W and X have odd p-numbers.
Extrapolating to p = 1, this predicts a gluon mass of about 10 me. For p = 7, we get
the ‘holon’, a new gauge boson whose mass would be that of the Universe, maybe
linked to the force that repel galaxies. Note that these gauge bosons show a peri-
odicity Δn = 8, recalling the famous Bott modulo-8 periodicity of the orthogonal
group topology [41].

Note the central place of CMB on the Topological Axis. This confirms that CMB
defines a special Galilean frame: its slight Doppler dissymmetry reveals an absolute
speed with respect to a Grandcosmos, which can be seen as the mereging of
R-radius spheres of all possible observers.

According to Polchinski [42]: A key feature of string theory is that it is not
consistent in all space-time backgrounds, but only in those satisfying certain con-
ditions. For bosonic string theory in flat space-time, the spectrum is
Lorentz-invariant only if the number of space-time dimensions D = 26. But for D > 2
the state is a tachyon. The point n = 26, characteristic of bosonic string theory,
relates to Hubble’s radius through: exp (226/4) ≈ 6R/ƛ℮ (to <0.7 ppt). The point n =
10, characteristic of superstring theory [40], which has been preferred to bosonic
string theory for its suppression of tachyons, shows a remarkable micro-/
macro-physical symmetry. Extending this to n = 30 (the 26 bosonic + 4 space-time
dimensions) points to a Grandcosmos, correcting the general asymmetry of the
scheme.

10 Cosmo-Biological Relations

In order to explain a number of striking correlations between various physical
parameters, many people have invoked an Anthropic Principle, opening the way to
theMultiverse conundrum. Strangely enough, tenants of the Anthropic Principle did
not notice that some biological constants are related to physical ones. For instance,
consider the DNA anhydrous nucleotide masses given in mH units (Table 2). It can
be seen that they follow the (0.3-ppt accurate) relation:

A+T≈G+C− 1. ð10:1Þ

As each bicodon of the DNA chain is composed of 3 couples from the dual
choice AT or GC, this means that bicodon masses are nearly invariant, differing by
±1H, 2H, 3H. This striking fact has apparently remained unnoticed by molecular
biologists.

Now it can be seen that the ‘bicodon’ (6 nucleotides) mean mass mbc is:
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6 A+T+G+Cð Þ ̸4≈ 1839.27≈mH ̸með1837.15Þ ð10:2Þ

Note that the Fermi mass is 311.90 mH, equal (within < 2%) to the mean
nucleotide mass, 306.55 mH. This points to a connexion between Molecular Biol-
ogy and Particle Physics, which share another common point: the distinction
between right and left, referred to as optical ‘chirality’ or ‘parity violation’.

We also found the quasi-symmetric relations (accurate within ∼ 0.06 ppt):

A ̸G≈ a ̸6 surd137− 1; C ̸T≈ 137 ̸6
p
a− 1, ð10:3Þ

and also (within ∼8 ppm and ∼20 ppm respectively):

C≈ 137ð2π ̸3Þ, �> ð10:4Þ

AT ̸GC≈ ða ̸ 137Þ3 ̸2. ð10:5Þ

This suggests that these mass ratios have the status of mathematical constants,
opening the way to further study.

On the other hand, c-free dimensional analysis based on ħ, G, and tcc leads to the
Balmer wavelength, and based on ħ, G, and 2lcc it leads (within 0.7%) to the above
quasi-invariant DNA bicodon mass:

ℏ2 ̸Gm3
bc ≈ 2lcc. ð10:6Þ

So, DNA is directly connected to the absolute cosmic clock period tcc. This
suggests that DNA might be a cosmic linear hologram.

Consider now the common mammal temperature: θ mam ≈ 310 K, and the
triple-point temperatures of Hydrogen: θ H2 ≈ 13.83 K, Oxygen: θ O2 ≈ 54.33 K,
and water: θ H2O ≈ 273.15 K. It can be seen they are connected to the CMB
temperature by the (1%-accurate) relation:

Table 2 The 4 DNA nucleotides by order of increasing mass (Uracil, which replaces Thymine for
binding to Adenine in RNA, is not represented)

Name Formula Symbol Mass/mH

anhydrid desoxy-cytidine monophosphate (dCMP) C9H12N3O6P C 286.935
anhydrid desoxy-thymidine monophosphate
(dTMP)

C10H13N2O7P T 301.829

anhydrid desoxy-adenosine monophosphate
(dAMP)

C10H12N5O5P A 310.772

anhydrid desoxy-guanosine monophosphate
(dGMP)

C10H12N5O6P G 326.647
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θH2 × θO2 ≈ θH2O × θCMB. ð10:7Þ

On the other hand, in the relation:

a ̸ 1+ ln að Þ≈ eπ, ð10:8Þ

there appears the Sternheimer scaling factor [43]: j ≡ 8π2/ln 2 ≈ a − eπ ≈ eπ ln a,
which enters the canonical form: (R/rH)

1/2 ≈ e j/e. Then one has:

θmam ̸ θCMB ≈ j. ð10:9Þ

The symmetry between the Universe and Nambu radii is reinforced by con-
sidering the wavelengths associated with the mammal and triple-point water tem-
peratures: λmam ≡ hc ̸ kθmam, λH2O ≡ hc ̸ kθH2O. It can be seen that the following
relations hold, within 1% and 0.1% respectively:

ðRlPÞ1 ̸2 ≈ λmam, ðR′lPÞ1 ̸2 ≈ λH2O. ð10:10Þ

Here it should be recalled that, according to Schrödinger [44], temperature plays
an essential role in Life. Indeed, mammal temperature is the same for the polar bear
as for the african antelope, which may appear as a waste of energy [45]. It is as if
the water molecule and mammal organisms were far more important, from the
conjectured ‘cosmic computer viewpoint’, than that of CMB. This may be seen as
reverse of the ‘Anthropic Principle’: the Cosmos would use ‘human terminals’ in its
computing research. This may suggest an answer to the question: ‘why do we ask
questions’?

We now proceed to relations involving the amino-acids making up proteins.
Table 3 displays the masses of these amino-acids in mH units. The mean

arithmetic and geometric values of the 20 normal amino-acids are, respectively:

⟨20AA⟩arith ≈ 135.75, ⟨20AA⟩geom ≈ 132.40. ð10:11Þ

Adding the two abnormal amino-acids, the mean values become:

⟨22AA⟩arith ≈ 142.50, ⟨22AA⟩geom ≈ 137.71. ð10:12Þ

One observes that:

⟨20AA⟩arith + 1≈ ⟨22AA⟩geom − 1≈ 136.7. ð10:13Þ

Now the product of the 22 AA masses is, with P = mP/me and (aw)
1/2 = F = mF/

me:
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ð137.71Þ22 ≈ 3aP2 ̸ 2≈ ðaFÞ6 ̸ 2. ð10:14Þ

Coming back to the central holographic relation implying the absolute Kotov
clock:

3ðP ̸ aÞ2 ≈ ðaawÞ3 ≈ ðT ̸ tccÞ3. ð10:15Þ

In addition, one can see that:

ð3P2Þ1 ̸22 ≈ 113.78≈ j, ð10:16Þ

showing another connection between the electric constant a and the Sternheimer
scale factor j through the ratio P between the Planck and electron masses. These
remarks confirm that elementary masses play an unsuspected but important role in
Biology.

It may be interesting to investigate whether larger biological properties are
related to elementary constants occurring in micro- or macro-physics. Actually, it is
found that the mass m00 of the largest human cell (ovocyte), with a diameter of
∼120 μm [46], is about mP/3 (pig ∼ mP/4.5, hamster ∼ mP/10, mouse ∼ mP/14), mP

Table 3 The 20 regular
amino-acids by order of
increasing mass, followed by
the 2 irregulars ones

Name Formula Symbol Mass/mH

Glycine C2H5NO2 Gly/G 074.48
Alanine C3H7NO2 Ala/A 088.40
Serine C3H7NO3 Ser/S 104.27
Proline C5H9NO2 Pro/P 114.23
Valine C5H11NO2 Val/V 116.24
Threonine C4H9NO3 Thr/T 118.19
Cysteine C3H7NO2S Cys/C 120.22
Leucine C6H13NO2 Leu/L 130.15
Isoleucine C6H13NO2 Ile/I 130.15
Asparagine C4H8N2O3 Asn/N 131.09
Aspartic acid C4H7NO4 Asp/D 132.08
Glutamine C5H10N2O3 Gln/Q 145.01
Lysine C6H14N2O2 Lys/K 145.05

Glutamic acid C5H9NO4 Glu/E 145.99
Methionine C5H11NO2S Met/M 148.05
Histidine C6H9N3O2 His/H 153.95
Phenylalanine C9H11NO2 Phe/F 163.91
Arginine C6H14N4O2 Arg/R 172.85
Tyrosine C9H11NO3 Tyr/Y 179.78
Tryptophan C11H12N2O2 Trp/W 202.64
Selenocysteine C3H7NO2Se Se-Cys 166.74

Pyrrolysine C12H21N3O3 Py-Lys 253.33
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denoting the Planck mass (∼ 22 μg). We found a further correlation between the
number of actual protein-coding genes making up the human genome, estimated to
about 20,500 from evolutionary comparisons [47], and universal constants:

ð10:17Þ
where 20,890 is close (within < 2%) to the above gene number.

11 The Harmonic Principle

In a masterly review paper, Maruani et al. [48] have shown that musical patterns
occur at various levels of complexity. If macrophysics constants are related to
microphysics ones and affect atoms and molecules up to biosystems, then one may
expect these constants to occur also in musical patterns. Indeed, following a tra-
dition going back to Pythagoras, we propose a Harmonic Principle stating that there
is a connection between the canonical numbers appearing in music and physical
parameters. In the Jeans classification of the ‘best’ musical scales [49], obtained by
the so-called ‘continuous fraction’ analysis, there are, following the 12 degrees of
the western even-tempered scale, numbers of notes of 41; 53; 306; ….

First notice that Western music involves a large number correlation: 219 ≈ 312,
showing a connection with the ‘golden section’ ϕ = (1 + √5)/2. One can see that,
within ∼ 1.5%:

219 ≈ 312 ≈ϕ137 ̸ 5. ð12:1Þ

Thus, the ancestral problem of connecting the golden section with music is
solved by introducing the ‘magic number’ 137. This is not a property of the sole
Western scale, for in the ancient Han Chinese 60-interval scale one has, within
∼ 0.9%: 360 ≈ ϕ137 ∼ 4.3 × 1028, a large integer already quoted [19] for its special
properties. Equation (12.1) also shows that the 5th harmonic sum 137/60 appears as
the exponent of ϕ τo yield 3, the optimal integer basis (between e and π).

Note that the optimal integer basis 3 correlates (within 12 ppm) the ratios
F/a and a/137, where F is the Fermi to electron mass ratio (Table 1):

3≈ ða ̸137ÞF ̸ a. ð12:2Þ

Music experts divide the tone (about a sixth of the octave) into 9 commas, 4
forming a minor semi-tone and 5 forming a major semi-tone, yielding 9 × 6 = 54
commas in the octave. Indeed the Hindustan scale uses 53 intervals, and the perfect
number 6 appears as the 137th one:
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21 ̸53 ≈ 31 ̸84 ≈ 61 ̸137. ð12:3Þ

It should be noted that the comma is distinguished by violinists, if not by
pianists. But the presence, in the following scale, of the number 306 ≈ p/6 ≈ π5

(accurate within 20 ppm) is even more dramatic. One has,

31836 ̸3ðp=2aÞ≈ aa ≈ exp ð2πÞ3e
h i

. ð12:4Þ

The operational definition of the optimal basis e is that e1/e is maximal, and 3 is
the integer closest to e. Indeed, in computer theory, it is known that using a
computing basis 3 would be far more efficient than the commonly used digital basis
2, notwithstanding technical problems. In 1712, Leibnitz wrote to Christian
Goldbach: ‘Music is a secret exercise on numbers’. We elaborate on this by con-
jecturing that the brain is a multi-basis computer using mainly the bases 2, 3, 5, and
137, which appear in the harmonic series discussed above.

Note that physical properties may also show arithmetic properties obeying an
‘economy principle’, i.e. they can be expressed as large numbers involving only one
or two small numbers. For instance, one has (within 0.6 and 0.03%, respectively):

ð12:5Þ

Both the Cosmos R and ‘Grandcosmos’ R′ radii exhibit ‘economic numbers’,
expressed using the two simple integer bases 2 and 3. All this cannot be due to
chance, and calls for a Diophantine Grand Theory.

12 Conclusions

The reductionist point of view is to consider the Universe as a mere ensemble of
particles in c-limited probabilistic interaction, this resulting in a separation between
scientific domains such as Cosmology and Biology. The opposite, holistic approach
leads, on the contrary, to the unification of the scientific domains. Even micro-
physics cannot really be understood without involving Cosmology, which sheds
light onto the famous problem of hidden ‘local’ variables. The strong arguments in
favor of a ‘computing Cosmos’ make intelligent life likely in the whole Universe.

The misleading formalism was to choose a system of units with c = 1 in
relativistic quantum mechanics, leading to confusion between space and time
coordinates while they transform differently in the relativistic formulas. This pre-
vented recognition of the essential role of dimensional analysis, which we related to
extended holographic principles and lead us to the temporal invariance of the
Universe horizon, mean density, and microwave background temperature.

While the common interpretation of quantum mechanics is of a statistical nature,
our deterministic point of view is that the Cosmos ‘has no choice’: the origin of the
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physical laws is in pure numbers. As a result, one may discard the theory of
biological evolution through natural and sexual selection of randomly occurring
micromutations, for an organism is a whole entity and there is an overwhelming
lack of intermediate fossils. Our conjecture is that macromutations would be
monitored by a ‘computing Universe’ which uses a ≈ 137 as an optimal basis.
Indeed, our ‘Grandcosmos’ volume (in units of the Bohr radius) is precisely: V′ =
aa/π.

The physical interactions have been replaced in a cosmic context, which led us
to a proposal for the graviton and photon masses. Experimental refutations of de
Broglie’s search for a ‘double solution’ and of Einstein’s conjecture of ‘hidden
local variables’ cannot be seen as a triumph of Bohr’s ‘completeness’ idea, which
has a reductionist flavor, because these views do not include the cosmos as the
source of hidden variables in a holistic approach.

This study was initiated by a simple idea: the conservation of geometric forms of
different dimensions, in analogy with the holographic technique. This led us to very
accurate relations between canonical physical ratios. The standard view is to
attribute them to chance, which leads to the Multiverse conjecture and Anthropic
principle. But we showed that these relations involve such special numbers as π, e,
ϕ and a, as well as whole numbers occurring in string theory. This means that the
traditional idea of a unique Universe should be restored, and Eddington’s Funda-
mental Theory reassessed.

From our holographic conservation rules we have derived a ‘flickering Universe’
model, involving a high-frequency matter-antimatter oscillation. In fact, holo-
graphic relations reveal more than a simple geometric analogy. The related
‘Coherence Principle’ can be linked to the fact that holographic techniques use a
coherent, monofrequency radiation. It may be inferred that waves associated with
particles have some mutual coherence. In ‘Coherent Cosmology’ a single frequency
is at work: f = h/E ≈ 10104 Hz, which can be interpreted as a matter-antimatter
oscillation. ‘Dark matter’ could then be seen as having an oscillation in ‘phase
quadrature’. This can be related to de Broglie’s remark on Zitterbewegung being a
‘beat’ between the electron and positron waves [50], as noted by Maruani [35].
Within this model, we have found striking relations between Newton’s and Fermi’s
constants, and used the 10−6-accurate value of the latter to propose a more accurate
estimate of the former.

This leads to the idea of a ‘Computing Universe’ using the fundamental physical
constants as optimal calculation bases. Living beings would be peripherals designed
and used by this overseeing ‘natural intelligence’. The non-deterministic interpre-
tation of quantum mechanics would be replaced by hidden determinism. ‘Hidden
variables’ would simply be, in line with Mach’s intuition, the rest of the Cosmos
and, of course, subject to non-locality. But strict non-locality would also be
excluded, for it would involve infinite velocity. We have proposed that superspeeds
are at work, such as that (Cg > 1036c) recently proposed by Maruani [51].

Other conclusions of the present work and conjectures for future work are listed
in the following. 1. Quantification Principle: at the end, physical laws are arith-
metical, excluding infinity and continuum. 2. Coherence Principle: a unique
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frequency governs all phenomena in the Universe, particles and molecules, DNA
chains, living cells, and whole organisms. 3. Vibrating Principle: the Universe is
vibrating with a periodicity t = h/E = 2tP

2/T, where E = Mc2 with M = Rc²/2G. The
period of the matter-antimatter vibration of each particle is a whole multiple of t or,
equivalently, its mass is a whole sub-multiple of M. 4. Holographic Principle:
fundamental physical laws result from holographic conservations—in fact dimen-
sional transfers. 5. Grandcosmos Principle: an external thermostat, with radius
RGC= R′2/2lP, is the source of both CMB and CNB. 6. Computing Principle:
universal numerical constants act as computational bases for a Computing Uni-
verse. 7. Immergence Principle—Inverted Anthropic Principle: Life helps in cosmic
computations; biological parameters are tied to cosmic constants.
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The Origin and Evolution of Complex
Enough Systems in Biology

Erkki Brändas

Abstract Recent criticisms of Neo-Darwinism are considered and disputed within
the setting of recent advances in chemical physics. A related query, viz., the
ontological thesis, that everything is physical, confronts a crucial test on the validity
of reductionism as a fundamental approach to science. While traditional ‘physi-
calism’ interprets evolution as a sequence of physical accidents governed by the
second law of thermodynamics, the concepts of biology concern processes that owe
their goal-directedness to the influence of an evolved program. This disagreement is
met by unifying basic aspects of chemistry and physics, formulating the Correlated
Dissipative Ensemble, CDE, as a characterization of a ‘complex enough systems’,
CES, in biology. The latter entreats dissipative dynamics; non-Hermitian quantum
mechanics together with modern quantum statistics thereby establishing a precise
spatio-temporal order of significance for living systems. The CDE grants a unitary
transformation structure that comprises communication protocols of embedded
Poisson statistics for molecular recognition and cellular differentiation, providing
cell-hierarchies in the organism. The present conception of evolution, founded on
communication with a built-in self-referential order, offers a valid argument in
favour of Neo-Darwinism, providing an altogether solid response and answer to the
criticisms voiced above.
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1 Introductory Remarks

1.1 Reductionism in Natural Science

A frequent understanding of natural sciences contends that biology reduces to
chemistry and chemistry to physics. Even if the traditional analytic interpretation of
mathematics as a language or tool to convert knowledge about nature, i.e. a formal
science not being incorporated amongst the branches of physical or life sciences,
some recent propositions impart that also physics can be reduced to a mathematical
structure [1]. Within such views, based on strict reductionism, see more below, one
argues that the present laws of physics are not only commensurate with biology, but
also contain the necessary natural laws for expressing all the known biological facts.

There are numerous differences of opinion regarding the scheme outlined above,
e.g. the impossibility to derive the Coulomb Hamiltonian corresponding to a
molecule from first principles and the general problem of quantum chemistry to
treat nuclei and electrons on a more or less equivalent basis, see Löwdin [2]. Other
arguments concern the concepts of biology as the laws of physics, at present,
exclude a fundamental understanding of biological processes governed by an
evolved program [3, 4].

Observation and deliberate experiments instigate rational, deductive theory,
formulated in the language of mathematics, with the so accumulated knowledge
discussed and contained by the methods of philosophy in general and the concepts
of biology in particular. Recognizing the acquired demarcation between the phi-
losophy of science, including biology, and the enactment of reductionism as
embodied in the laws of physics, the endwise connections between them should still
be profound and significant. Nonetheless there seems to be a considerable gap
between the reasoning and thinking between the two distinct spheres of influence as
revealed by the dialogue below.

Steven Weinberg [5] in his brilliant essay Dreams of a Final Theory. The
Scientist Search for the Ultimate Laws of Nature avers the verdict on Philosophers
and of Philosophers of Science that they often carry notions of “scientific expla-
nation” that are too strict for “real” scientists. This view is beautifully expressed in
the quoted correspondence between the author of the book and his friend, the
evolutionary biologist Ernst Mayr, who asserted that Weinberg’s book is a horrible
example of the way physicists think, and that it reflected a serious lack of under-
standing regarding the three principal classes of scientific reduction in biology, i.e.
the ontological, the epistemological, and the methodological reductionism.

Weinberg answered that the main reason I reject this categorization is that none
of these categories has much to do with what I am talking about (although I
suppose theory reductionism comes closest). Each of these three categories is
defined by what scientists actually do or have done or could do; I am talking about
nature itself.

The present exchange between the biologist and the physicist is not brought
forward only to provide an example of the distinct ways of thinking between
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scientists that supposedly should have a lot (chemistry) in common. The argument
does confer, as already stated above, on such questions as whether life sciences in
practice can be reduced to chemistry and the latter to physics. Even if merely
restricted to chemistry and physics, there continue to be many disagreements, like
whether quantum mechanics can fully account for all atomic and molecular
structures notwithstanding the famous statement of Dirac [6], without the use of
specifying experimentally derived physical and chemical facts. These aspects raise
controversial questions about the doctrine of ‘physicalism’ imparting consequences
that justify a weaker ontological hierarchy, see e.g. Weisberg, Needham, Hendry [7]
for more details. However, the introduction of biology in this setting introduces an
important aspect, viz., it incorporates the physicist and the biologist itself and, at the
end of the day, you and me, into the picture.

Within this broader picture sits a deeper principal concern: whether, in the
science and philosophy of biology, the theoretical origin and conceptual foundation
of biology can be entirely reduced to the laws of physics and chemistry. As will be
obvious in this paper, it is not possible to advance the case without belabouring the
self-referential characteristics of living systems that do organize complex enough
biological systems.

The notion of Complex Enough System, CES, incorporates a new entity that
extends the concept of traditional chemical physical systems in that their interac-
tions/ communications with their environments follow a teleonomic law that should
be governed by an evolved program, cf. the genetic code. The mathematical for-
mulation of this process derives from a correlated dissipative ensemble, which has a
network topology of a quantum nature as well as exhibiting a Poisson-type time
evolution [8]. It is important to stress that the organization incorporates
self-references and consequently must be interpreted within a framework of
quantum logic.1

By promoting a collection of established results from recent advances in
chemical physics, we will, under the reading of the Paradigm of Evolution [9],
provide its most general, yet specific features as well as embrace some important
results and consequences. The argument will be arranged as follows. Included in the
introductory remarks we will illustrate recent proposals and criticism regarding the
physical origin of biology and various criticisms of Darwinism. In order to respond
to these comments and suggestions we intersect the account by a brief exposition of
current progress in theoretical chemistry and physics with a bearing on teleonomic,
natural laws. In the final section we return to the criticism voiced here in the
introduction as well as devising a possible solution to the controversy.

1Note that the present representation of the spatio-temporal order is neither Boolean, Bayesian,
scale free, decision making or any other classical version. It is neither strictly a quantum network,
cf. quantum computational schemes lacking self-referentiability. Since the actual communication
network includes self-references they are denoted as Gödelian networks.
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1.2 The Physicalist Origin of Biology and the Recent
Criticism of Darwinism

In his last essay Ernst Mayr [4] addressed the question What Makes Biology
Unique? His main contention and outlining of his ideas, implicated the under-
standing of, and agreement with, the laws of physics. While affirming that biology
has the necessary characteristics of chemistry and physics, he nevertheless con-
strued that none of the autonomous features of biology can possibly be unified with
any of the laws of physics. In particular he confronted physical reductionism as not
only necessary but also quite impossible in biology. In order to demonstrate why
biology differs from physics, he recounted non-applicable ideas of the latter, like
target-directed behaviour of biological functions, regulation, self-organization and
adaptation, by an original clarification of the controversial concept of teleology. In
addition to characterizing authentic teleomatic phenomena ruled by the natural laws
of physics, he introduced the notion of so-called teleonomic processes as those
governed by an evolved program. Thus, according to Mayr, there appears to be a
gap in the knowledge of Nature, as the process of evolution does not seem to follow
unequivocally from physics.

In addition to the principal concern whether the theoretical and conceptual
foundation of biology, as voiced above, can be entirely reduced to the laws of
physics and chemistry, there has been several recent inveterate criticisms of
Neo-Darwinism. Although Ernst Mayr did not like the term for historic reasons, we
will use it as it is practiced today, see e.g. Dawkins [10], with all its evolutionary
sub-theories included, counting fundamental addenda like the genetic code and
other ingredients of the Darwinian paradigm. Even if somewhat divisive, we will
for simplicity refer to the term also in the context of contemporary evolution theory
unless a more specific detail has to be discussed.

In particular evolutionary theory has developed with a convincing focus on
genetics, where hereditary variation to a large extent depends on randomly varying
mutations and in lesser part due to influences of developmental processes by
environmental conditions. Within this perspective, Jablonka and Lamb [11] chal-
lenged this aspect of Darwinism. They advanced the idea of epigenetic inheritance
systems (EIS), which incorporate environmental mechanisms that actively maintain
differing patterns of gene expressions, structural organization etc. enabling trans-
mission of information from mother- to daughter cells. It is important to understand
that the term EIS essentially involves the inheritance of phenotypic variations which
do not primarily originate in differences in DNA. Although the present insight into
the evolutionary process encompasses Darwinism it also reaches out to the social
and ecological domain. Although not principally in conflict with the concepts of
Mayr, the authors do not propose fundamental interferences with respect to the laws
of physics.

Recently, however, the materialist Neo-Darwinist comprehension of nature has
been seriously criticised, scorned and even rejected, see e.g. Deacon [12], Nagel
[13], Fodor and Piattelli-Palmarini [14]. Although Deacon’s ambitious and

412 E. Brändas



challenging confrontation to validate in what way goal-directed progressions can
arise from purely physical processes has met with appreciative understandings, see
e.g. the positive review by Logan [15], the reactions to the more opinionated views
of Fodor-Piattelli-Palmarini, accusing adaptionism of being circular, and the
anti-reductionist, assertive teleological view of Nagel, have in contrast been
unforgiving, see e.g. Orr [16], Ferguson [17], and Rosenberg [18].

The common denominator of the account above is the claims of incompleteness
of the materialistic world-view and as a consequence criticism descends on the
reductive research program including Darwin’s theory of evolution. This is mani-
festly expressed in the opening sentence of the biological anthropologist and
neuroscientist Terrence Deacon’s treatise [12] viz.: Science has advanced to the
point where we can precisely arrange individual atoms…… yet ironically we lack a
scientific understanding of how sentences in a book refers to atoms, DNA, or
anything at all. To give a general name to the set of problems related to the quote
above, i.e. how to integrate purpose and intention into the picture, the author
introduces the concept of ententionality.

This limitation is zealously expressed in Thomas Nagel’s recent book MIND &
COSMOS [13] where he essentially questions the entire naturalistic world picture,
including physics, chemistry, and biology extending it to incorporate the theory of
evolution and even cosmology. While Nagel grants that there appears to be a
scientific consensus regarding the sources of variation in the evolutionary process
and that accidental genetic variation is enough once reproducing organisms have
come into existence, nevertheless, there is no convincing or credible argument that
explains the origin of life itself. Quoting Nagel: given what is known about the
chemical basis of biology and genetics, what is the likelihood that self-reproducing
life forms should have come into existence spontaneously on the early earth solely
through the operation of the laws of physics and chemistry?

Fodor and Piattelli-Palmarini [14] offer more detailed and scrupulous criticisms
claiming that the Principle of Natural Selection (PNS) is flawed and can’t be fixed.
Utilizing the traditional problem of free-raiders, cf. Gould and Lewontin [19], they
deduce from the principle of sufficient reason that the argument concerning the
mechanism of “selection for fitness” to explain the adaptation of a phenotype to its
environment is circular and that phenotypes are explained not from PNS but from
Natural History. Since the latter according to the authors, rather than being a theory,
should be inferred as a bundle of evolutionary scenarios, therefore evolutionary
biology can’t be viewed as an intensional science. As a consequence, biology is a
science without its own proprietary laws just like any other so-called special sciences.

1.3 Responses to the Criticism

There are numerous attempts to confront these challenges. The general scientific
query whether the unity of the language of science prompts physicalism in the strict
sense, i.e. if all scientific laws can be derived from the laws of physics and further
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that they will reduce the different branches of science to physical theory, is not at all
obvious, see Brändas [20] for a recent assessment. Mayr, a devote Darwinian,
claimed, as already pointed out, that physical law is not enough to define an
autonomous science and philosophy of biology. On the other hand, if we want to
support a physicalist origin of biology, the criticism voiced above invites detailed
response.

While Deacon’s exposition has not so far excited any revolutions in the minds of
the citizens of the scientific community, Nagel’s book in particular has been met by
ferocious criticism from the leading intellectual orthodoxy. A similar controversy
surrounds the deep scepticism advanced by Piattelli-Palmarini [14]. In the most
recent dispute Rosenberg [18] states in defence of Darwinism that contemporary
physics rules out real goals, purposes, ends and teleology in general as causal forces.
By referring to adaptation as an asymmetric process (i) driven by the second law, and
(ii) requiring it to be a wasteful process, using upmore order in producing adaptations
than the order that the adaptations constitute and maintain, Rosenberg writes:

It’s clear that the only way to build adaptations consistent with these two requirements is to
start by processes that randomly build large numbers of alternative molecular structures
just through the operation of thermodynamic noise and then wait. Wait for what? For one
or more molecules to turn up randomly that combines thermodynamic stability with
replicability. Eventually out of shear thermodynamic noise there may come to be a
molecular structure sufficient to withstand the local environment and that also encourages
the emergence of copies of itself out of the atoms floating around in the thermodynamic
noise. This can happen by templating, catalysing or otherwise producing copies of itself.
You probably don’t have to wait more than 500 million years, once the chemical con-
stituents of the early earth were around for this to start to happen. Once it does happen,
iteration of the same process will produce more and more adaptation, at greater and
greater expense, just as the 2d law requires.

In contrast to Mayr [4, 21], Rosenberg [22] views biological issues within the
same epistemological framework as the philosophy of physics. Such disagreements
are central to the present discussion, and it provides sustenance for analysing the
quote above further. The author ends the discussion in [18] with the declaration that
such processes are the only scenarios that physics will permit, and that this, in
practice, is the principle of natural selection that Darwin discovered.

In Rosenberg’s defence of Darwin, he makes in addition several arguments in
favour of PNS including the criticism of Fodor’s disjunction concept [23] as well as
the important distinction between “selection for” and “selection against”. At the
heart of the matter lies the somewhat controversial issue of teleo-semantics, Mac-
donald and Papineau [24], which led Fodor and Piattelli-Palmarini to repudiate
Darwinism. However, as Rosenberg points out, no causal theory whatever is so far
able to account for a determinate semantic content and ipso facto a Darwinian
theory could not do so.

It is obvious that the quote above, while defending Darwinism, or
Neo-Darwinism as defined above, also confronts, not only the criticism of the
materialist comprehension of Darwin’s law of evolution, but also devout supporters
like Mayr and Jablonka and Lamb. Thus we will have to make a twofold
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undertaking, i.e. defend Neo-Darwinism, while at the same time render, if possible,
its physicalist origin.

1.4 Proposed Solutions to the Controversy

In view of the controversial assertions and confusing statements given above, it
becomes indispensible to give an update of some relevant chemical-physics
advances of significance for the present queries regarding the foundation of bio-
logical evolution. In this evaluation we start with the conceptual basis of genuine
quantum chemistry, Löwdin [25, 26], and bring together appropriate findings in
non-equilibrium statistical mechanics of dissipative systems, Prigogine [27],
Obcemea and Brändas [28], and Yang’s Off-Diagonal Long-Range Order, ODLRO
[29], the structure of fermion density matrices, Sasaki [30] and Coleman [31].

To incorporate dissipative systems we mention an extension resting on a rig-
orous mathematical theory, i.e. the Balslev-Combes theorem [32], which is vital to
understanding and appreciating non-Hermitian quantum mechanics [33–35] and its
consequences for the dynamics of resonance states embedded in the continuum and
their properties for higher order dynamics. These ingredients impart a prompt
reordering and exposition of acquiescent microscopic self-organization [9, 20, 36]
with direct bearings on Artificial Intelligence, AI, [36–40] including the formulation
of Gödel’s theorems in an extended logic based on the fundamental teleonomic
concept of communication, extending from the microscopic- to the mesoscopic- and
macroscopic levels [9].

In this undertaking we will show that Mayr’s concept of teleonomy [3, 4], i.e.
processes being influenced by an evolved program, is not only commensurate with,
but derives from fundamental principles of physics and chemistry. It further follows
that the extended framework of non-equilibrium statistical physics in combination
with non-Hermitian representations give rise to a Spatio-Temporal Mnemonic
structures [9], exhibiting thermally correlated structures for physical, chemical and
biological evolution. As a consequence the “program state” is a sequence of tran-
sient germane state conversions of the developing, on-going dissipative (quantum
and thermal) correlations, displayed by its reflexive complex enough
characterization.

Since, by definition, this representation delineates CES, the latter, constituting a
statistically correlated dissipative ensemble, CDE, accommodates anomalous life-
times due to an intrinsic code forbidden protection of state decoherence [9].
The CDE operates endogenously with a characteristic built-in Poissonian type
distribution, which gives way to something exogenous of ententional significance.
This in turn imparts communication protocols, not only within the control of a
genetic program, but also on the cellular- and higher order levels, including epi-
genetic inheritance programs, neurological spike trains etc., even suggesting more
accurate and robust meme-like extensions, see e.g. Semon [41], Dawkins [10] and
Deutsch [42].
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2 The Theoretical Framework

2.1 Non-Hermitian Quantum Theory

Although the space in this document will not allow descriptions of the micro-
scopically relevant formulations, we will try to develop a partial understanding of
what needs to be explained and finally be employed in order to appreciate the
consequences of the arguments and confrontations belaboured above. As is well
known there appears to be a remarkable agreement between precise quantum
chemical predictions and the most accurate experiments including sophisticated
advanced instrumentation and precise measurements and therefore it is usually
resolved that the many-body Schrödinger equation in particular and also quantum
mechanics in general portray reality to an unmatched perfection. This anticipation
acquiesced Per-Olov Löwdin [25] to establish a new sub-field, Quantum Chemistry,
including a new journal, the International Journal of Quantum Chemistry. With the
emergence of the computer revolution, the field of quantum chemistry prospered,
and it is viewed today, despite the critical comments made above, as a fundamental
area close to, but not synonomous with theoretical chemistry and chemical physics.

However, even with the numerous advances just mentioned, there are many
inconsistencies and conundrums plaguing the fundamental formulation. Primas [43]
in his thought provoking evaluation of the myth of universal laws brings up
numerous profound problems connected with the ineptness of traditional quantum
chemistry to take the necessary step from calculation to concept. Although many of
the puzzles have a distinct metaphysical flavour, they aim at the deeper meaning
of chemistry and a worldview, unus mundus, which integrates also the dimensions
of semiotics. Some of the most serious ones have been discussed in [20] including
in particular the well-known issues of the time irreversibility of the macro-world,
the classical law of causality, not to mention questions related with general rela-
tivity, all inconsistent or incompatible with standard formulations of the micro-
scopic domain.

Closely related is also the inquiry of the absolute nature of the second law, Sklar
[44]. For example it is not possible to rigorously derive thermodynamics from
microscopic dynamical laws without retaining statistical assumptions. Hence the
proprietary character of the second law must be revisited and considered in the light
of recent non-Hermitian quantum mechanics [33–35], possibly suggesting solutions
to the “ignorance paradox”, see e.g. [9, 20], and further the conclusions below.

Much could be said about the necessity to realize and accomplish a quantum
mechanical extension,2 but we refer to Refs. [9, 20, 32, 45–48] for more details.
The nomenclature non-Hermitian or non-self-adjoint operators hide an important

2This extension rests on a rigorous mathematical theory, based on the Balslev-Combes theorem
[32] and it is vital to understand and appreciate non-Hermitian quantum mechanics and its con-
sequences for the dynamics of resonance states embedded in the continuum and their properties for
higher order dynamics.
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aspect, contrasting the guarantee to always being able to diagonalize the proper
Hermitian matrix representation. A key concept here is the notion of normal
operators, i.e. operators, which commute with their Hermitian conjugate. Normal
operator representations lead to matrices that can be diagonalized, while general
non-selfadjoint operators are not normal, necessitating the inclusion of Jordan
blocks and their Segrè characteristics, i.e. the dimension of the largest block, see
e.g. Löwdin [26].

2.2 Statistical Mechanics for Dissipative Systems Far
from Equilibrium

Our particular objective befalls that of merging these aforementioned “unstable
states” into a more general quantum theoretical picture, incorporating quantum
statistics. While the standard spectrum of a self-adjoint Hamiltonian operator is real,
a resonance eigenvalue of the extended Hamiltonian is characterized by a complex
energy on the so-called second Riemann Sheet, see e.g. [20] for more details,

ε=E− iϵ; ϵ= γ 2̸ =ℏ 2̸τ ð1Þ

where ℏ = h 2̸π with h being Planck’s constant, and the complex part ϵ relating, as
usual, to the full width at half maximum, γ, with τ being the life time of the “state”.

Since we will be referring to quantum systems imbedded in an environment, to
be specified later, we will not carry out any thermodynamic limits unless explicitly
specified. It is therefore appropriate to start by specifying a general quantum the-
oretic system operator strictly defined as a reduced density matrix derived from an
abstract N-particle fermionic wave function Ψðx1, x2, . . .xNÞ, where in principle the
variables represent space and spin and if necessary could also involve time. Strictly
speaking the density matrix should contain both the light carriers, like the electrons,
and the nuclei, omitting the latter temporarily, see more below. Taking the trace
over all particle variables except q (usually q = 2) the corresponding reduced
density matrix writes in the Löwdin formulation [49], i.e. the matrix normalized to
the number of pairings, but also other standards exist [29, 31],

ΓðqÞ x1, x2, . . . xqjx′1, x′2, . . . x′q
� �
=

N

q

� �Z
Ψðx1, x2, . . . xq, xq+1, . . . xNÞΨ*ðx′1, x′2, . . . x′q, xq+1, . . . xNÞdxq+1, . . . dxN

ð2Þ

The energy of the state is easily expressed in terms of a suitable reduced
Hamiltonian H2 involving only standard two-particle atomic and molecular inter-
actions of Coulomb type [31].
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E =Tr H2Γð2Þ
n o

ð3Þ

In principle, as said, the system operator should comprise all the electrons and
nuclei of the quantum mechanical system, but it is often convenient to reduce the
atomic and molecular degrees of freedom to the relevant ones that relate to the
particular physical situation under examination. In certain cases, Γð2Þ shows a large
eigenvalue indicating the onset of superconductivity or superfluidity [29–31],
provided the quantum states are sufficiently protected from the environment so as
not destroying the build-up of long-range off-diagonal correlations.

In order to deal realistically with biological systems it is necessary to incorporate
the occurrence and primary importance of temperature, i.e. the influence of ther-
mally induced correlations. In passing we note that general theories of “macro-
scopic quantum theory” originate from quantum correlations of electron pairs in
superconductivity [50, 51], spin dynamics in condensed disordered matter [52],
coherent-dissipative structures in aqueous solutions [53] and in connection with
complex enough systems in biology [36]. We will define an abstract Hilbert Space
through a set of suitable basis vectors—they might be the molecular degrees of
freedom in a cell, or in cells like neurons that are in their rest state or excited during
a perception. The relevant degrees could be light carriers like electrons or electron
holes, nuclear movements like the double proton tunnelling motion in DNA or the
endogenous chemicals that enable neurotransmission. In these arrangements one
should be aware of the mirroring relation between light carrier correlations—
carriers like those of the electrons—and the doings in the nuclear skeleton produced
by the apt quantum thermal correlations that subsists in the chaotic hot and wet
environment in a biological system like e.g. the brain [54, 55].

Continuing one forms a base set | hi⟩, i = 1,2,3…n, where n≫N 2̸ is the space
dimension, based on these quasi-bosonic degrees of freedom (quasi since they
might, from a quantum statistical standpoint, be paired fermions). In the following
we will formally write the set as a bold face row vector hj ⟩ with components hij ⟩.
Note that one is dealing with a dissipative system so the dimension n will not be
fixed from the beginning, but will change and fluctuate from one situation to
another. For a given Hamiltonian (the full Hamiltonian H or the reduced one, Hq

depending on q) the system operator and its reduced partners evolves according to
the Liouville Equation

iℏ
∂
ðqÞ

∂t
=LðqÞ = ½HðqÞ − ðqÞH� ð4Þ

In particular our N-particle system (if restricted to N electrons) involves N(N-1)/2
pairings with the total energy expressed as a sum of the corresponding pair energies
see Eq. (3), with the fundamental electronic correlations, now hidden in a correctly
N-representable and correlated Γð2Þ.
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An interesting reduction to a statistically degenerate state, named the extreme
configuration by Coleman [31], appears when the structure exhibits a large
eigenvalue and the population of states become statistical [9, 20, 36]. A specific
situation develops when the system supports ODLRO,3 Off-Diagonal Long-Range
Order [29], and condenses to M =N 2̸ bosons (or fermionic pairs), e.g. to a
superfluid or a superconducting phase, expected to arise for most systems at suf-
ficiently low temperatures. In this particular representation, when the wavefunction,
Eq. (2), is an antisymmetrized germinal power, ΨðgN 2̸Þ∝ g∧ g∧ g . . . .g, where
g = g1, the density matrix becomes essentially [20]

Γð2Þ = λLjg1⟩⟨g1j + λS ∑
n

k, l=1
jhk⟩ðδkl −

1
n
Þ⟨hlj ð5Þ

or more compactly in the representation jg⟩, see below

Γð2Þ = λLjg1⟩⟨g1j + λS ∑
n

k=2
jgk⟩⟨gkj

λL =
N
2
−

N N − 2ð Þ
4n

; λS =
N N − 2ð Þ
4nðn − 1Þ

ð6Þ

with λL → N
2 ; λS → 0; n→∞. The basis gj ⟩ is obtained from a preferred localized

basis of geminals), hj ⟩, i.e. of paired fermions (antisymmetric with respect to
permutation of the fermionic space-spin degrees of freedom) and with ω= eiπ n̸, i.e.

gj ⟩= hj ⟩B

B=
1ffiffiffi
n

p

1 ω ω2 ⋅ ωn− 1

1 ω3 ω6 ⋅ ω3ðn− 1Þ

⋅ ⋅ ⋅ ⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅
1 ω2n− 1 ω2ð2n− 1Þ ⋅ ωðn− 1Þð2n− 1Þ

0
BBBB@

1
CCCCA ð7Þ

Note that there is one large eigenvalue, λL, while λS, the small eigenvalue is (n-1)
-degenerate. To fulfil the full trace relationship of Γð2Þ one needs to account for the
unpaired contributions, which however will be neglected as being unimportant in
these settings. The transformation B will serve two important purposes, i.e. diag-
onalizing Γð2Þ as well as bringing the associated thermalized conversion to classical
canonical form. As will be clear in the following its factorization properties will be

3The celebrated concept of ODLRO was developed by Yang [29] about 15 years after the pub-
lication of the famous Bardeen - Cooper - Schrieffer theory of super-conductivity, for a comparison
see [51]. The formulation does focus on the collective properties of matter at sufficiently low
temperatures. For a physical system approaching zero temperature with a non-degenerate ground
state the entropy goes to zero. Under specific conditions the system does develop ODLRO.
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the key to formulating teleomatic processes of thermally excited complex enough
biological systems.

The actual time evolution should incorporate the analytically continued repre-
sentations, i.e. the resonance states of the dilated Hamiltonian [28]. As regards
the latter this is a technical mathematical problem that either needs screening the
Coulomb interactions, which is physically realistic, or alternatively introducing the
notion of quasi-isometries converting non-scaled quasi-isometric evolution into
contractive evolution of the scaled ones [56]. We will return to the actual time
evolution further below, in connection with the characterization and the definition
of the Correlated Dissipative Ensemble, CDE.

2.3 The Liouville Equation and the Prigogine Energy
Operator

In order to examine the conditions that are commensurate with the thermal con-
ditions of a living system, we return to the formulation above. As a precondition
one must thermalize the extreme ensemble from isolation to a dissipative system at
appropriate temperatures. The quantum-thermal correlations will be incorporated
commensurate with a quantum extended canonical ensemble, adapted through a
Bloch type equation using the Prigogine energy super operator [57], see also [58].
Since we will embark on a non-equilibrium description, yet close to equilibrium,
the statistics of the ensemble will essentially turn out to be Poissonian.

The extension to the non-self-adjoint case requires proper dilations that maintain
the analyticity of the scaling parameter in the space part of variables, i.e. xi → ηxi,
with η= jηjeiθ and θ some appropriately chosen positive angle. Hence Eq. (2) above
should read (note the complex conjugate sign of the second set of coordinates)

ΓðqÞ x1, x2, . . . xqjx′*1 , x′*2 , . . . x′*q
� �
=

N

q

� �Z
Ψðx1, x2, . . . xq, xq+1, . . . xNÞΨ*ðx′*1 , x′*2 , . . . x′*q , x*q+1, . . . x

*
NÞdxq+1, . . .dxN

ð8Þ

At the outset we have expressed our theoretical entity, i.e. a non-degenerate
ground state of a molecular system, i.e. ϱ=Γð2Þ of Eqs. (2) above. In passing we
remark that there are two interdepending contiguous problems: (a) the thermal bath
surrounding our open system and (b) the varied dynamics of, on one hand, the light
fermion carriers and, on the other, the movements in the heavier nuclear skeleton.
As already stated, it is unavoidable to go beyond the standard Born-Oppenheimer
approximation. In principle there are essentially two ways to view the problem, e.g.
as a scattering experiment, where the electrons impinge on the nuclei, see e.g. [20],

420 E. Brändas



or to work directly with the density matrix, where either the light fermionic portion
or the nuclear degrees of freedom are traced out leaving in each case a nuclear- or
an electronic dynamical problem. The crucial reading is that in both portrayals there
exists a mirroring relation between the entangled subsystems entailing (I) the light
fermion carriers and (II) the nuclear skeleton; see e.g. Löwdin [26] and Brändas and
Hessmo [55].

Considering the relationship between (I) and (II), the formulation will be
attended with a complementary understanding, reading the description of molecular
systems as a dichotomy between mirroring degrees of freedom. Redefining the
Liouvillian, i.e. the commutator with the Hamiltonian H, we introduce the corre-
sponding anticommutator

LBϱ=
1
2

Hϱ+ ϱHð Þ ð9Þ

where the Prigogine energy superoperator, [57], LB is subject to the Bloch equation
(β= 1

kT)

−
∂ϱ

∂β
=LBϱ ð10Þ

in which k is Boltzmann’s constant and T the absolute temperature. Noting the
difference between Eqs. (9) and (4), it is imperative to provide a setup where the
density matrix, during analytic continuation, must be represented by a complex
symmetric form, i.e. ⋅j ⟩⟨ ⋅ j→ ⋅j ⟩⟨ ⋅ *

��, representing a complex conjugate in the
bra-position. In particular for the density matrix given by Eq. (5) represented
according to Eq. (8), one obtains directly the thermalized solution (note that e.g. the
system I is open with respect to its coupling to system II and vice versa) at a given
temperature T, choosing for simplicity the total energy threshold to be zero

e− βLBϱ= λL ∑
n

k, l=1
jhk⟩eiβ12ðϵk + ϵlÞ⟨hlj + λS ∑

n

k, l=1
jhk⟩eiβ12 ϵk + ϵlð Þðδkl − 1

n
Þ⟨hlj ð11Þ

The derivation is straightforward resting on the convention that the basis func-
tions hl can be chosen real without restrictions. Employing the model of the nuclei
as vibrating oscillators, we can e.g. use partitioning techniques to determine the
complex energy of each oscillator dressed by the interactions from the other ones
and the environment. Hence each oscillator yields, commensurate with the mirror
theorem and the reciprocal relationship between the energy width ϵk and the life-
time τk matching the temperature of the environment

zk =Ek − iϵk = − iϵk = − iℏ 2̸τk ð12Þ

where we have used the fact that the thermal excitations push the energy close to the
threshold, i.e. at the zero energy level with each Ek =0.
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2.4 The Constructive Role of Quantum-Thermal
Correlations

In this subsection we will demonstrate the constructive role of quantum—thermal
correlations. As shown by Tegmark [1], quantum states in the hot and wet envi-
ronment of a living system, like the human brain, are not likely to endure deco-
herence. Although there have been criticisms regarding the impossibility to invoke
long-range coherence in biological systems, see e.g. [59], the conceivable irrele-
vance and disapproval of a number of coherence time relations do not solve the
decoherence problem for the “survival” of quantum mechanics in complex enough
biological systems. In contrast we will identify a mainly different answer to the
coherence—decoherence dilemma [9, 20, 36, 52, 53, 58, 60].

One way to establish a solution to this quandary, can be done via a simple
thermal scattering guide of an open system involving n bosonic or paired fermionic
degrees of freedom related with a relaxation process given by the time scale τrel,
assumed to be distinct from the smaller thermal timescale. The system is dissipa-
tive, as it exchanges energy and entropy with its environment. For instance the
system may consist of the various building blocks in biological systems, from
molecular aggregates describing the order of DNA and RNA all the way up to the
whole cell having its place in the proprietary arrangement of the living being either
assigned to develop material constructions or to promote communication channels
for the nervous system.

The present derivation has been given at various places before, so we will
condense the discussion here and referring to previous reviews for more details [20,
58]. Defining the “incoming beam” of the light carriers reaching an area σtot,
activated by the correlated nuclei, and corresponding to a spherically averaged total
cross section, consistent with the physical constraints of the model. The protocol
describes a procedure that one typically will detect one quasi particle degree of
freedom in the differential solid-angle element dΩ during the timescale τcorr =ℏ k̸T
here, given by Heisenberg’s uncertainty relation (τcorr ≈ 2.46 ⋅ 10− 14s at 310 K).

From conventional scattering theory one obtains the incident flux, Ninc of the
number of particles/degrees of freedom per unit area and time as

Ninc =
n

σtotτrel
ð13Þ

which together with number, NsdΩ, of particles scattered into dΩ per unit time
being

σΩdΩ=NsdΩ=
dΩ
τcorr

=
kT
ℏ
dΩ ð14Þ
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Hence one gets for the total cross section

σtot =
Z

σΩdΩ=
Z

Ns

Ninc
dΩ ð15Þ

leading to the simple relation between

n
4π

=
kT
ℏ
τrel =

τrel
τcorr

ð16Þ

Establishing a correlated cluster of harmonic oscillators with the widths, see
Eq. (1) γl =ℏτ− 1

l with the (smallest) energy difference between the equidistant
harmonic oscillator levels being ℏτ− 1

rel displaying a spectrum from the zero-point
energy to ℏτ− 1

corr. The quantized oscillators are in a sense reminiscent of Planck’s
law. Straightforward examination of the situation reveals

τrel = l − 1ð Þτl = τ2 =
nτcorr
4π

; l =2, 3 . . . n ð17Þ

From Eqs. (11), (12) and (17) one gets

βϵl =
2π l− 1ð Þ

n
ð18Þ

which inserted into Eq. (11) gives, ΓT = e− βLBϱ

ΓT = ϱT = λL ∑
n

k, l=1
hkj ⟩e

i
π

n
ðk+ l− 2Þ

⟨hlj+ λS ∑
n

k, l=1
hkj ⟩e

i
π

n
ðk+ l− 2Þðδkl −

1
n
Þ⟨hlj

ð19Þ

The result (19) reveals its importance via the transformation B− 1. Introducing
the new basis jh⟩B− 1 = jf ⟩ one obtains

ΓT = ϱT = λLJðn− 1Þ + λSJ ð20Þ

with J being the nilpotent operator defined by JðnÞ =0; Jðn− 1Þ ≠ 0 imparting the
quantum transitions

J = ∑
n− 1

k=1
fkj ⟩⟨fk+1j ð21Þ

In passing one notes that the matrix representation of the shift operator J is an n-
dimensional matrix with one’s above the diagonal and the remaining elements equal
to zero. In general any matrix representation of a degenerate eigenvalue partitions
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into blocks of various dimensions. The largest dimension occurring defines the
Segrè characteristic of the degeneracy.

The result will be of crucial importance, see more below, since it implies that
ΓðNÞ = Ψ gN 2̸ð Þ�� ⟩⟨ΨðgN 2̸Þ��, after reduction, analytic continuation and thermalization
corresponds to ΓN

T = Ψ f N 2̸ð Þ�� ⟩⟨Ψðf *N 2̸Þ��, f = f1 and with Ψ f N 2̸ð Þ and Ψ f *N 2̸ð Þ
orthogonal to each other.4 We will use this result commensurate with two primary
aspects, (i) to develop relevant building blocks for complex enough biological
systems and (ii) to use the properties of the transformation B in (7) as a semantic
code for communication between entities on the molecular level.

Retracing one may recognize that once “communication” is established between
molecules and cells this might naturally be extended to higher order levels of
semiotic exchanges. The order of organization, Eqs. (19–21), will here be referred
to as a Correlated Dissipative Structure, CDS, which, as will see in the next section,
will be an essential ingredient of the Correlated Dissipative Ensemble, CDE.

2.5 The Correlated Dissipative Ensemble and its Time
Evolution

We have derived from Eqs. (2–5) a thermalization procedure, that through the
boundary condition, Eq. (18), converted the density matrix by describing the
molecular state distribution as transitions between the apt states of the system. This
distribution is suitable for representing entities like cells and cellular networks. Note
that the quantization condition above relates the temperature, the relevant time scales
and the size of the correlated open system. The choice of zero energy level in the
system (cell) is commensurate with the zero trace property of matrices like ΓT. In
order to maintain a “living state” characterized by (a) its dissipative coupling to the
environment, (b) its metabolic processes, (c) the genetic function and (d) home-
ostasis for appropriate spatio-temporal regulation, one must describe the biochem-
ical pathways by which the cell obtains energy. The sine qua non is both catabolism,
i.e. the breakdown of molecules to generate energy, and the anabolitic synthesis of
what the cell needs. As will be shown below, the CDS of the previous section
imparts microscopic self-organization and serves as a proxy of the Helmholtz free
energy including the functional emergence of quantum-thermal correlations.

To facilitate our aim to consider a higher order dynamics, we will utilize the
CDS as base units for a specific Liouville formulation to be detailed below.
Although it may seem a misnomer to call the result an ensemble, it will be shown
that the higher order structure in terms of established resonance components indeed
leads to a Poisson distribution of these elements defining physical communication
channels between e.g. cells. In particular for the central nervous system, CNS, in the

4This issue will be discussed in more detail elsewhere.
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presence of a special type of cells, called neurons, the dynamics is characterized by
short time scale oscillations, building up pulses of light carriers (electrons), spikes
that correlate the basic dissipative systems (here cells/neurons) and providing an
irreducible coupling-communication between them.

There are several ways to prove the reduction processes (i) ΓðNÞ →Γð2Þ,
(ii) Γð2Þ →ΓT and finally (iii) ΓðNÞ →ΓN

T . The step (i), linked to Yang’s celebrated
concept of ODLRO, [29], was independently derived by Sasaki [30] and further
employed by Coleman [31] in his extreme state formulation of a wavefunction
representable Γð2Þ. Sasaki’s derivation concerns his studies of a system of fermions
or bosons composed of two subsystems and the so-called Sasaki formula [30, 61],
which is based on a counting argument involving the properties of the symmetric
group. A simple statistical derivation was published e.g. in [9, 20, 36, 62]. Step
(ii) did, in addition to the aforementioned citations, originate in the proceedings of
the Resonance Workshop; held at Lertorpet in 1987, see e.g. [63] and particularly
[64]. Finally the step three consists of defining an analogous ΓðNÞ based on f instead
of g and continued analytically to ΓN

T = Ψ f N 2̸ð Þ�� ⟩⟨Ψðf *N 2̸Þ��.
Although the reductions above appear complicated the result is easily combined

into a higher order Liouville structure, continuing the model build-up from
molecular aggregates in the cell organization to the actual cell, that we will call a
Correlated Dissipative Ensemble. Defining a “cell basis” or quantum dot-like Jor-
dan block units, cf. Eqs. (20–21), with n and N large

ϱi =Ci =
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 + q2
p q f i1

�� ⟩⟨f in
�� +

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðn − 1Þp ∑
n− 1

k=1
f ik
�� ⟩⟨f ik+1

��( )
ð22Þ

Tr ϱϱ†
n o

=1; q=
p

1 − p
; p=N 2̸n ð23Þ

each base entity, ϱi, 1 = 1,2,..m, building a basis H. This entails the build-up of a
higher order Liouville super operator structure based on the propagator/generator P,
see below, where in analogy with h, g, f of Sect. 2.4, the corresponding base
entities (here cells) H,G,F, subject to the same fundamental transformation
B (where the dimension m in principle different from n but, as will be seen below,
related to the one in (4), and with ω= eiπ m̸ as in analogy with the previous
structure.

Since a degeneracy generally consists of several Jordan blocks of various orders,
we will describe the propagator, as it generates the time evolution for any member
of the ensemble, corresponding to the Segrè characteristic m, irreducibly coupled
via J, see below, obtaining, mutatis mutandis, with I = ∑m

k=1 Fkj ⟩⟨Fkj

P = ω0τ − ið ÞI + J ð24Þ
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J = ∑
m− 1

k =1
Fkj ⟩⟨Fk+1j ð25Þ

with ω0 the thermal frequency, τ= τrel, the average lifetime of the cell, and τcorr the
fast timescale, here essentially equal to the thermal molecular motion. Note the
analogy between Eq. (24), pertaining to cellular entities and the thermalization
derived from Eqs. (10–11). The Liouville configuration imparts, as already said, the
thermal frequency ω0 and the correlation time τcorr =ℏ k̸T from environmental
interactions. Hence the build-up of (24) is straightforward, save the
non-conventional appearance of the operator J. In principle one can build a sym-
metric geminal power of “cell” functions, based on an “appropriate” bosonic degree
of freedom, and then apply the Sasaki formula to obtain a result analogous to
Eqs. (5–7). For simplicity we will study the consequences of the incorporation of a
representative irreducible correlations instigated by J in Eq. (24).

Describing the generator P in dimensionless units, we obtain the cellular Q-
value as

Q=ω0τ ð26Þ

cf. its use in regard to quality aspects of oscillators or resonators. Here one may
determine Q as follows. From Eqs. (16–17) one finds, with τ= τrel, that

n
4π

=
kT
ℏ
τrel =ω0τrel =

τrel
τcorr

=Q ð27Þ

and since we have defined τ= τrel as the average timescale for the cell Ci, we can
integrate over the solid angle dΩ and obtain the resultZ

QdΩ= n ð28Þ

The fundamental result, (28) imparts important information, since the cell’s Q-
value signifies not only the dimension n of the intracellular dynamics, but it also
conveyed a possible interrelation between the latter and the intercellular correla-
tions implied by the m-dimensional transformation B. Due to the factorizing nature
of B, i.e. the ensuing cyclic properties of its column vectors, the Q-value, n, of
the cell basically entreats a semantic encoding/decoding inclusion, depending on
the value of m, that protects simultaneously all the levels from the molecular- the
super-molecular- to the cellular levels and possibly beyond.

We are now in position to define the causal propagator GðtÞ and the resolvent
GRðzÞ defined by

G tð Þ= e
− iP tτ;GR ωð Þ= ωτJ −Pð Þ− 1 ð29Þ

yielding directly by inserting the Liouvillian, Eq. (24),
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e
− iP tτ = e− iω0te−

t
τ ∑
m− 1

k =0

− it
τ

� �k 1
k!
Jk ð30Þ

ωτI −Pð Þ− 1 = ∑
m

k=1
ω−ω0ð Þτ + i½ �− kJðk− 1Þ ð31Þ

From Fk tð Þ= e− iω0te
−
t
τ Fk 0ð Þ one finds for the rth power of t (note that only F1

is an eigenfunction of P while the remaining Fk’s complete the root manifold)

N tð Þ∝ ⟨F1jJrj jFr+1⟩j t
r

� �r 1
r!
e−

t
τ =

t
r

� �r 1
r!
e−

t
τ ð32Þ

with the definition

Jr = ∑
m− r

k=1
jFk⟩⟨Fk+ rj ð33Þ

For the highest power m− 1 one gets

dNðtÞ= tm− 2 m− 1 −
t
τ

� �
N tð Þdt ð34Þ

which imparts a modified microscopic law of evolution

dN tð Þ >0; t < m − 1ð Þτ ð35Þ

In passing we note that Eqs. (34–35) imparts a higher-level timescale
τcom = ðm− 1Þτrel, In other words it modifies the boundary conditions Eqs. (17–18),
with τcorr → τrel and τrel → τcom. It is remarkable that the communication bearing
transformation B authorizes “messages” between the molecular-DNA-RNA-gene
level and the hierarchical organization of cellular function and order. Actually the
possibilities of a communication protocol is simply given by the cyclic properties of
the columns of B, see Eq. (7) displaying

ffiffiffiffiffi
12

p
B as a diagram, where the dimensions

of the cyclic vectors of B are given in the appropriate entry. We will not display the
first column vector of one-dimensional units “1”, and therefore we will only have
11 columns, see Ref. [20] for more details

12
6
6

4
4
4

3
3
3
3

12

2
2
2
2
2
2

12

3
3
3
3

4
4
4

6
6
12 ð36Þ
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observing also the manifest column symmetry of the graph. Space will not allow a
more detailed discussion of the various possibilities to interpret the consequences of
the present paradigm of evolution with specific reference to its teleonomic char-
acter, see e.g. Mayr [3, 4].

The present CDE representation has an interesting overlap with Trehub’s reti-
noid model, devised for visual perceptions [65], with a straightforward parity
argument based on the CDE, for the perplexing image switching of Necker’s
famous cube illusion [8]. The retinoid system involves neurons, especially a class
called the autapse, i.e. neurons with synapses connected onto themselves. Since
neurons “communicate” via spike trains, one might exploit the metaphor of a “Call
Centre”, seeing the communication as a number of “phone calls” between the cells
during a given time, t, being multiples of their characteristic time τ= τrel. Therefore
the probability that k “calls” are transferred during a given time interval, with each
“telephone call” occurring with a known average (intensity) parameter
λl = l − 1ð Þτrel τ̸rel = l − 1ð Þ; l=2, 3, . . .m, i.e. with a definite distribution for each
value of l, is simply given by

Pλl kð Þ= l− 1ð Þk
k!

e− l− 1ð Þ ð37Þ

with the mean equal to the variance λ= l− 1. The number of calls during
T l− 1 = ðl− 1Þτrel is at maximum for l = m. If counting l = 0 as an event the
“society of neurons” comprises, during T m− 1, with a probability according to (37),
every cell shares m communications distributed over m possible “sites” in the
organism. Hence the length, m, of a message is directly matched with the variance
and the mean (a well-known property of the Poisson distribution).

In summary, each cell is characterized by a Correlated Dissipative Ensemble,
CDE, which, through the factorized canonical vectors of the associated transfor-
mation B incorporate nested encodings, as programmed in the process of evolution.
Communication runs over several orders of time scales, from those related to the
genetic code to encompass more complex semiotics, e.g. the plan for the accu-
mulation of proteins, stored in the genetic alphabet and further conditioned via
resonant mechanisms to cellular interactions depending e.g. on the cell’s quality
value.

3 Conclusion

3.1 Consciousness as an Irreducible Process

In this account we have so far guided our formulation to cells in general and
neurons in particular, cf. the neural network of the Retinoid System. However, the
present representation of a neural communication network is neither Boolean,
Bayesian, decision making- or any other classical version. It is neither strictly a
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quantum network, cf. quantum computational schemes lacking self-referentiability.
Since the nodes are self-referential and communicative they should be called a
Gödelian network [8, 9, 20, 36]. Obviously a cellular environment, with precise
“responsibilities”, must assist the neurons, as the latter will be functioning in
analogy with the example of Poisson distributed telecommunications, i.e. a “Call
Centre”. One such crucially supporting network is the astroglial “Master Hub” as
advocated by Fernandes de Lima and Pereira [66]. Further contraptions are related
to the astrocyte role of releasing neurotransmitters in the synaptic cleft, and how
this is coupled to and dependent on calcium ion propagation.

In order to promote consciousness as a general and complete concept one needs
to undertake the whole activity from (i) perception, (ii) awareness, (iii) cognition,
and (iv) feelings and also emotions as an irreducible process of the mind, yet being
characterized by fundamental time scales. It is evident that the “protracted com-
munication hypothesis” originates already in the initial stage, i.e. about 3-7 ms, of
the sensory neocortex-reorganised background due to the impact of e.g. a condi-
tioned stimuli, CS [67]. The next stage that concerns awareness, cf. Libet’s con-
scious awareness delay up to several hundred ms, nevertheless retrospectively
creating a subjective back track. Hence the conscious mental experience cannot
survive without the brain processes that give rise to it. It seems that the steps
(i) perception, (ii) awareness can be separated according to specific time scales, i.e.
(i) 5–10 ms, (ii) 200–500 ms, while (iii) cognition is fundamentally irreducible as
regards the time scales of (i) and (ii).

Somehow the consciousness of the SELF develops its projected images over
several hundreds of ms, but on “the lower level” this distinction is irreducible. In
terms of the various tasks of the different key actors one might discern:

(a) the stochastic background for tonic firing without presynaptic input (inverse
stochastic resonance), i.e. the neurons and the astrocytes are accessible for any
activity produced by an external stimulus-external in the sense of outside the
neuronal and astroglial networks.

(b) the phasic firing occurring after a neuron is activated due to presynaptic activity
(due to e.g. the astrocytes) and its acquiring motion, giving rise to a so-called
stochastic resonance, on top of any background (tonic) activity a neuron may
have.

(c) the local field potential varies as a result of synaptic activity and reflects the
sum of action potentials from neurons within a few hundred μm, while the
slower ionic movements contribute over a few mm.

(d) the synaptic activity consisting of (mainly) spatially distributed Poisson
statistics which permits semantic encoding-decoding communication (the
astroglial Master Hub)

(e) the spike trains exhibit (mainly) temporally distributed Poissonian statistics,
which conveys encoding decoding communication. (the neuronal Call Center).

(f) these spike records reflect the astroglial input, consisting of high-frequency
fluctuations in the potential difference, and being filtered out, leaving only
slower fluctuations.
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(g) the low-pass filtering due to complex electrical properties of extracellular space
being associated with subjective feelings.

The points (a–e) “take care” of the steps (i–iii), while (f–g) relate to (iv) and
possibly to a longer two-second duration [66]. Nevertheless (a–g) are irreducible in
the sense that without any of the six reported steps above a conscious feeling may
not be “created”. The point (g) should be commensurate with the explanation of the
so-called SMTT (Seeing More Than There is) experiments [68]. Note that the
Call-Centre analogy of the Gödelian neurological network does not document
which neurons are recorded, which may be commensurate with the “dark matter
problem in neuroscience” [69].

A crucial supporting neuron-astrocyte mechanism refers to the increase of
cytosolic calcium ions, i.e. the regulation of the intracellular calcium flux con-
tributing to the effect of calcium-dependent synaptic change. More than 20 years
ago [53], we investigated the (still) unresolved problem of excess mobility of
hydrogen (and hydroxyl) ions in aqueous solutions with K+ and Na+ ions (and
Cl− for the hydroxyl ion) as background. The model, based on coherent dissipative
dynamics, more or less identical to the concepts above, led to predictions that
actually confirmed and predicted contemporary NMR spin-echo experiments
[70, 71].

However, the molecular dynamics community, heavily committed to the clas-
sical Grotthus model, did not appreciate the mechanism. Still, the temperature
dependence, as revealed by high precision conductivity data, displayed the increase
in the logarithm of the quotient between excess conductivities of hydrogen—and
hydroxyl ions as a function of temperature in stark contrast to classical models. The
mechanism suggests that hydrogen (and hydroxyl) ions might easily provide the
gradient and be indirectly responsible for the mechanism of transporting Ca2+ ions,
through aqua-porins or receptors like Ryanodine [72], since the hydrogen ion or
proton can hardly move through these channels. Thus one might consider taking the
pH dependence on the cytoplasmic matrix into account in the regulation of positive
ion mobility in the cytosol.

It is obvious that the main part of the chemical processes that guard the evolution
of a CES that is part of a life form is, even if belonging to a human brain, primarily
unconscious. However, in the latter instance, the physical processes evoking
awareness and thus being central to consciousness, nevertheless constitutes an
irreducible phenomenon even if the authentic code processing can be partitioned
into tangible temporal steps.

3.2 Regulation by an Evolved Program

Intelligence is a highly controversial term and as a result we will only use it in its
most trivial sense, i.e. in the meaning to pick out or understand something, but also
to discern, distinguish, differentiate and recognize. Following Mayr [3, 4], one
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might essentially use telos, purpose or goal, in two different contexts. On one hand
referring to physical laws, like gravity or the second law of thermodynamics, as
governing teleomatic processes, and on the other a programmed activity, restricted
to action or behaviour owing its goal-directedness to the influence of an evolved
program, as governing teleonomic actions during evolution, thereby lifting pre-
vailing teleological thinking to a higher conceptual level. Mayr’s final concern [4]
relate to insufficiencies in the laws of nature, a resolution that would entrench any
definition of a bona fide science of biology. Aided by these remarks and clarifi-
cations, including the presently highlighted progress in chemistry and physics, we
will return to Rosenberg’s statement, Rosenberg [18], cited in the introductory
remarks.

It is obvious that the quote refers to a minimalistic amount of physical laws in
order to outline a clear and unmistaken physical stance accounting for the origin of
life and its subsequent evolution. Omitting primeval physical processes like
nucleosynthesis, where atomic nuclei were formed in stars and then ejected to form,
in the case of earth, the solar nebula from which planets form via gravitational
growth, traditional narratives focus on the so-called primordial soup of the early
earth. This representation did catch affirmative support due to the famous
Miller-Urey experiments [73] and Miller [74] in which the prebiotic atmosphere of
the earth, as believed to reflect the true environment, was carefully simulated,
showed that these conditions synthesized an abundance of organic compounds
including several amino acids. Later experiments, Oró [75], established the prebi-
otic synthesis of the nucleobase adenine.

Thus it appears that the second law of thermodynamics seems to support [18], as
it is commensurate with long-established chemical experiments. The critical
statement of Nagel [12], the carefully administered confrontation by Deacon [12]
and the more opinionated claims by Fodor and Piatelli-Palmarini [14], do not,
however, agree with Rosenberg, as neither would Mayr in his conceptual stance.
Chemical reactions produce large molecules but do not provide adaptation, where
the latter usually refers to the functions of a higher-level target aiming at the access
of the potential benefits inherently predicting their activities. In fact the intrinsic,
but indirect, causal nature of exaptations, cf. Lewontin and Gould’s Spandrels of
San Marco [19], could also fall into the present category. Hence, the crucial
question is whether we have “at home” all the laws of nature needed to understand
how evolution does indeed “produce us”.

It is well known, that quantum theory and Einstein relativity are not yet con-
sidered to be satisfactory joined, notwithstanding a consistent description of some
precise key properties of gravitational laws have been recently stated, see Refs [9,
20]. Furthermore the current formulation faces the incidence of well-known
inconsistencies and conundrums, plaguing physicalism, transcending from the
microscopic- to the macroscopic level, see e.g. Primas [43]. Neo-Darwinistic
principles, i.e. natural selection and the genetic code depend on causal forces and
teleonomic laws or in other words causality is needed to instigate adaptation.
Hence, neither causality, despite their absence on the fundamental microscopic
level, nor progression that rely on semantically encoded processes, can be ruled out

The Origin and Evolution of Complex Enough Systems in Biology 431



by physical law. Indiscriminately banning intentionality, or rather ententionality
[12], one risks “throwing out the baby and keeping the bath water”.

The persistent development, as envisioned by Rosenberg [18], viz. emergence of
copies of itself out of the atoms floating around in thermodynamic noise, tem-
plating, catalysing or otherwise producing copies of itself, mimics Darwin’s belief
in gradualism. Evidently, as the laws of chemistry stipulates, larger and larger
assemblies of molecular and macro-molecular structures evolve for plausible bio-
logical processes—and after some 500 million years iteration of the same process
will produce more and more adaptation all in concert with the second law. This
conclusion is based on a trusting acceptance of the causality related term adaptation,
and the subsequent statement in [18] that only processes related to the 2nd law is
permitted by physics. The conviction might be inappropriate as this specific sce-
nario does fall between the chairs of micro-macro correlates. For instance, it is
natural to characterize the law of causality as a fundamental rule on the macroscopic
level, while cause and effect seem to vanish in the microscopic arena. Besides, one
cannot rigorously derive the second law of thermodynamics, from statistical phy-
sics, without subjectively include a loss of information, see e.g. Ref. [44]. Thus the
thesis, as stated earlier that everything is physical, is not complete, Mayr [4],
necessitating a consistent verification of physics beyond the domain of
time-reversible and non-causal classical and quantum physics.

An extension of the picture given in [18] is consequently unavoidable in order to
strictly take account of concepts like adaptability and the origin of the genetic code.
Recapitulating Mayr [4], the physicalist ideas are not sufficient to probe biology
with its roots in concepts rather than physical laws. In this setting belongs the
criticism of gene-centered Neo-Darwinism by Jablonka and Lamb [11], directed at a
more specific interpretation of evolution. For recent debates on open questions in
the philosophy of biology, see Ayala and Arp [76].

To account for the disparity, discussed above, one must be able to find an
extension that incorporates some form of teleonomy. As our main purpose impli-
cates a formulation of a CES, from the microscopic- to the macroscopic level, any
solution of the controversial statements and criticisms of Darwinism must be taken
seriously starting with a re-evaluation of modern quantum chemistry and chemical
physics as developed over the last 50–60 years. The fields have, as already stated,
attracted considerable attention owing to general developments of theoretical
methodologies and significant advances in computer technologies [77]. Theoretical
chemical physics comprise many different branches where the significance of the
presence of so-called unstable states in the continuous spectra [33–35] has led to a
rigorous expansion of quantum mechanics to include irreversible quantum
dynamics, including both nuclear and electronic motions beyond the
Born-Oppenheimer picture [55].

The rigour and the maturity of the sub-fields have already led to the coinage of
Non-Hermitian Quantum Mechanics [35] opening up new vistas for exploration,
see particularly Sect. 2 above. A substantial portion of novel developments has
guided extensions to fundamental areas, like non-equilibrium quantum statistics,
original interpretations of the quantum-classical enigma, the inter-level formulation
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of subdynamics, and the subsequent derivation of CDS, the Correlated Dissipative
Structure, and CDE, the Correlated Dissipative Ensemble, providing base units for
microscopic self-organization. The intrinsic (Gödelian) self-referential property of
the correlated ensemble [9], supports transformations that exhibit nested encodings
and communication protocols through Poisson-distributed channels. Molecular
aggregations like genes and cells recognize their position in the hierarchy of bio-
logical organisms via instructions through quality Q-values. Hence “communica-
tion” takes place between molecular constituents, starting from the nucleus of the
undifferentiated stem cell to somatic cells, and also in connection with heritable
variations in the lineage of germ cells, as well as in higher-level objects for
embedded messages. In principle this includes epigenetic inheritance systems [11].
Function, adaptation and natural selection follow through encoding, storage and
retrieval of teleonomic processes in the neural system, the support systems and the
spinal cord or to be brief in the brain. In other words the law of self-reference leads
to constraints through an evolved program containing the blue print for the
appropriate structure, confined, restricted and teleonomically regulated.

It should be obvious for the reader that, with the objectives met, and with the
validity of a natural teleonomic law at hand, a minor addition to the Rosenberg
quote [18], offers a legitimate physicalist response to the problems of incorporating
Darwinism under the laws of physics. With such a law, as mathematically for-
mulated above, nature is provided with an intrinsic property, and hence, with this
appendage Nagel’s major objection concerning the vanishing likelihood, that life
forms comes spontaneously into existence, should be adequately answered.

4 Afterword

We have here extended the notion of “communication” to provide syntax for
semantic purposes, extracted in physically well-defined information channels, to
express function, information, reception, submission, transmission, regulation and
adaptation. For this purpose, we have reformulated thermodynamics to comprise
merged quantum-thermal correlations, which explicitly show the important roles of
temperature and biological time scales in complex enough biological systems. This
development not only points the way towards microscopic self-organization, but it
also imparts non-equilibrium thermodynamics with a teleonomic origin. These
advances are possible in a properly defined non-Hermitian framework, allowing
more general, symmetry-violating solutions to the wide-ranging Liouville master
equations and related thermalization procedures.

Communication and functional understanding start already at the spatial
intra-cell level, where fortified encodings or programs, linked to the undifferentiated
stem cell, are down-loaded, initiated and opened with the proper “copyright
license”. Once molecular communication is realized and developed between cells
and cellular aggregates, amongst protein segments and protein domains and in 3D
arrangements of the multiple folding of multi-subunit protein complexes, Czaba
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et al., [78], it continues to map concepts, perceptions, and possibly thoughts on the
neurological level, metaphorically represented as a “Call Center”. Cellular recog-
nition via teleonomically controlled Q-values provide boundary conditions for the
material build-up of biological structures from a CES with coordinated duties and
responsibilities in the organism all the way to the spinal cord and the brain.

The Poisson process is stochastic, lacking intrinsic memory, giving rise to
something non-intrinsic of teleonomic implication. Consequently, synchronized
neural spike trains in the nervous system, the “Call Center”, obeying Poisson
statistics, where classes of distributions with various λ-values, grants the necessary
channel for semantic communication. Decoding–encoding is based on simple
arithmetic and provides an original “language” for syntax and semantics. The
process amplifies through the nervous system, with constraints due to the synthesis
of proteins in synaptic transmissions, and continues through the ladders and ulti-
mately to the perceptions of the mind.

It is a natural step to anticipate the semantic process to transcend appropriate
regions of the cortex and view higher–level perceptions, “codes of codes” as pro-
tracted CDS’s. These extensions suggest a more precise and complete gene-based
definition of the “social gene” coined the meme by Dawkins [10]. Cultural evolution
has recently been discussed by Deutsch [42], where he concludes that knowledge
changes the structure of the Universe. A complex meme should instigate both micro-
and macro-evolution, and possibly extend to and beyond the social arena. In par-
ticular, it ascertains general aspects of communication from the spatio-temporal
molecular and cellular level of a CES through higher-order levels, e.g. the social, the
ecological, and even the cosmological rank. Evolution thus comprises also the
non-material world, including mathematics, linguistics, fine arts, music, science, etc.
By combining the superoperator algebra defined in Eqs. (4) and (9), it is easy to see
the connection with the recent work of Schmeikal on geometric Clifford algebra of
space-time, establishing novel relations between logic and geometry [79]. Note that
context-dependence of genetic information pushing semantic information in prebi-
otic matter has recently been reviewed by Küppers [80].
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